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Abstract— Frequency control is one of the most important 

issues in a power system due to increasing size, changing 

structure and the complexity of interconnected power systems. 

Increasing economic constraints for power system quality and 

reliability and high operational costs of generation side 

controllers have inclined researchers to consider demand 

response as an alternative for preserving system frequency 

during off-normal conditions. However, the main obstacle is 

calculating the accurate amount of load related to the value of 

disturbances to be manipulated, specifically in a multi-area 

power system. Dealing with this challenge, this paper makes an 

attempt to find a solution via monitoring the deviations of tie-line 

flows. The proposed solution calculates the magnitude of 

disturbances and simultaneously determines the area where 

disturbances occurred, to apply demand response exactly to the 

involved area. To address communication limitations, the impact 

of demand response delay on the frequency stability is 

investigated. Furthermore, this paper introduces a fuzzy-PI-

based supervisory controller as a coordinator between the 

demand response and secondary frequency control avoiding 

large frequency overshoots/undershoots caused by the 

communication delays. To evaluate the proposed control scheme, 

simulation studies are carried out on the 10-machine New 

England test power system. 

 

Index Terms—Frequency control, fuzzy-PI coordinator, multi-

area power system, regional demand response, time delay. 

NOMENCLATURE 

,tie iP∆  Total tie-line power change between area i and other 

areas. 

∆f  Frequency deviation in Hz. 

ijT  Tie-line synchronizing torque coefficient. 

D  Load damping coefficient. 

H  Equivalent inertia constant. 

LiP∆  Load change in area .i  

∆
m

P
 

Mechanical power change. 

∆
mni

P  Mechanical power change of nth governor-turbine of 

area .i  

R  Speed-droop characteristic. 
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cP∆  Secondary control action. 

gP∆  Governor valve position change. 

gT  Governor time constant. 

tT  Turbine time constant. 

iR DR Calculated load for demand response task. 

γ  Participation factor of demand response. 

ACE  Area control error. 

β  Frequency bias. 

τ  Demand response time delay. 

windP  Total wind power generation. 

iG  Generator number .i  

PK
 

Proportional gain of PI controller. 

iK
 

Integral gain of PI controller. 

I. INTRODUCTION 

OLLOWING a severe system stress, say a large generation 

loss or noticeable step load disturbances, the power 

imbalance between generation and demand may lead system 

to under frequency situations. In such cases, the system needs 

to be controlled in a short time (within tens of seconds), yet 

the combined response of traditional methodologies such as 

governors and automatic generation controllers (primary and 

secondary controllers) may not be sufficient, reliable and 

secure [1]. In addition, due to the slow dynamic of generators 

mechanical parts, frequency cannot be restored in the first few 

seconds. Although energy storage devices (e.g. batteries, 

flywheels and ultra capacitors) have been introduced to 

improve the performance and stability in the power systems 

[2], due to the low efficiency, high operational cost of the 

devices [3], and also high operational cost of generation side 

controllers [4], demand response has been taken into account 

as a solution to enhance power system reliability and security 

[5]-[7]. 

Demand response is the ability to control and manipulate 

demand side loads to turn them off/on or change their 

consumption based on situation and in response to power 

quality, system security, voltage and frequency, technical and 

economic constraints, applied by grid operators. This concept 

first was introduced by Shweppe et al. [8], in 1980, responding 

to the need for seeking a faster and more reliable method than 

the traditional ones, to maintain balance between generation 

side and demand side. 

Typically, power system frequency control has been divided 

into two main categories: 1) normal controls applied in the 

normal situations to stay in or return into normal condition, 2) 
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emergency controls, for instance, under frequency load 

shedding (UFLS), which are applied in emergency conditions, 

as the last option to prevent the risk of cascade faults and 

additional generation events [1]. Recent studies have shown 

that demand response could play more important and effective 

role, and as the first option not the last, in order to control the 

system frequency. Furthermore, demand response has the 

potential to decrease the generation side contribution in 

frequency control that consequently reduces CO2 emission [9], 

energy consumption and the required amount of reserves and 

hence the system operational costs [10]. Appliances which are 

capable of performing their duty, in spite of compulsory 

blackouts during the day without causing any harm to the 

customers, are most suitable for demand response. Electric 

water heaters, refrigerators, freezers, air conditioners, ovens, 

heating systems and plug-in electric vehicles are examples of 

these appliances [11], [12]. 

Demand response because of its fast dynamic could be an 

appealing alternative to damp the system frequency 

deviations. A technical review on some practical challenges of 

contributing demand response in power systems frequency 

control, such as synchronization of electrical loads and 

advantages/drawbacks of centralized and decentralized 

structures have been provided in [13]. In [4], a distributed 

frequency control algorithm through randomizing frequency 

response of smart appliances is proposed. In this approach, it 

is assumed that generation side controllers are deactivated and 

demand response is completely responsive.  

The contribution of demand response in frequency control 

of power systems and isolated microgrids [14], [15], has been 

studied in the literature using frequency-sensitive load 

controllers with different frequency-time characteristics [11], 

[16], saturable reactors [17], and selective load control 

scheme, with the contribution of electric vehicles charging 

interfaces [18]. Moreover, coordination of demand response 

and local frequency control, considering the impact of 

communication delay on frequency stability is investigated in 

[9], [19]. 

The participation of domestic refrigerators in primary 

frequency control via a stochastic control algorithm, to adjust 

the duty cycle of the refrigerators has been evaluated in [21]. 

H. Hao et. all in [22] tried to evaluate the effect of controllable 

loads on system frequency response, and more specifically on 

the load damping coefficient. Authors in [23] proposed a 

multi-agent demand control to provide primary and secondary 

frequency reserves to imitate the frequency response applied 

by conventional generators. Considering demand response as a 

kind of spinning reserve, some works have been done in [20]. 

In [24], the cooperation of demand response and spinning 

reserve in frequency restoration during system contingencies 

is proposed. In this work a low-order frequency response 

model (in a single area system) has been used to estimate the 

disturbances. In [25], the exploitation of demand response as 

frequency controlled reserve, using simple frequency 

threshold based controllers is suggested. In [26], the impact of 

utilizing appliances with programmable thermostats, relay-

controlled loads and industrial pump loads, on frequency 

regulation in an island, with high penetration of wind energy 

has been tested. Authors in [27] addressed a decentralized 

optimal load control methodology via estimating the amount 

of generation and demand imbalance, using an unbiased and 

minimum variance estimation method.  

Despite high contribution of demand response in frequency 

regulation, several operating concerns still exist. On the one 

hand, over-shedding can cause unnecessarily shedding of load 

and consequently lead system to excessive over-frequency. On 

the other hand, light utilization of demand response during 

system faults may degrade its positive impacts, for instance, 

on primary frequency control, CO2 emission, energy 

consumption and system operational costs. Hence, knowing 

the accurate magnitude of disturbances and the location of 

shed load specifically in a multi-area power system or a 

cluster of microgrids is vital [28]. The given method in [30] 

uses the variation of reactive power in buses to locate the 

change in the real power consumption of controllable loads. 

However, reactive power variation may not be a suitable 

indicator for the location of disturbances, especially when 

most of the appliances are resistive loads. 

The present paper proposes a method to determine the 

magnitude and location of load disturbances in multi-area 

power systems via monitoring tie-line power flows, 

implementing demand response regionally, (i.e., regional 

demand response). The main contributions of this work can be 

outlined as follows: 

• The present paper introduces monitoring tie-line power 

variations to extract the magnitude and location of 

disturbances and provides some mathematical calculations 

to support the proposed approach. Opposed to the similar 

work in [29] which uses wavelet transform analysis, the 

proposed approach here is more simple and accurate, and 

requires no massive and complex computational 

calculations. 

• Unlike the work in [30] which accounts only for inductive 

loads, the proposed approach is applicable for almost all 

types of domestic loads considering this point that, most of 

residential and commercial devices (e.g., electric water 

heaters, cooking appliances, lighting loads, electric devices, 

thermostat-controlled loads and small induction motors) are 

usually resistive loads [18], [31]. 

• Since most of demand response programs are voluntary and 

contract-based, contribution and participation of demand 

response in frequency control might vary with time. 

Consequently, some technical issues may happen in light of 

variable interference of demand response. Furthermore, 

time delay, e.g., communication delay and measurement 

delay might degrade the system performance and causes 

instability. Therefore, existence of a coordination between 

generation and demand sides seems important. To the best 

of our knowledge, there is no distinctive work in the 

literature to provide such a coordination. This paper offers 

an intelligent coordination between secondary control 

(generation side) and demand response (demand side) 

through a supervisory fuzzy-PI-based coordinator. 

• The proposed method is verified at the presence of high 
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penetration of wind power generation and in a large 

realistic test system, against sequence of load disturbances 

and in the presence of communication latency. 

The rest of this paper is organized as follows: Section II 

presents regional demand response (RDR) and the 

methodology to calculate the magnitude of disturbances based 

on the second derivative of tie-line power changes. A 

discussion on technical aspects is also provided in this section. 

The fuzzy-PI based scheme is addressed in Section III. Section 

IV gives the test system details and parameters. In Section V 

simulation studies are provided to demonstrate the 

effectiveness of the proposed methodology. Finally, Section 

VI concludes the paper. 

II. REGIONAL DEMAND RESPONSE 

A. Estimation of System Load Change 

Power systems have a highly nonlinear and time varying 

nature. However, for the purpose of frequency control 

synthesis and analysis in the presence of load disturbances, a 

simple linearized low order model is used. In comparison with 

other system dynamics (voltage and rotor angle), the dynamics 

that affecting frequency response are relatively slow, in the 

range of seconds to minutes [1]. 

In a power system with N-control areas, the total tie-line 

power change between area i and other areas is [1]: 

, ,

1,

1, 1,

2

N

tie i tie ij

j j i

N N

ij i ij j
j j i j j i

P P
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s

π

= ≠

= ≠ = ≠

∆ = ∆
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∑

∑ ∑
 

 

 

(1) 

Suppose that in a two area power system, a disturbance is 

applied just to area one: 

       
,1 12 1 12 2

2
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tie
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s

π
∆ = ∆ − ∆  (2) 

According to Fig. 1, where elements of a control area, i.e., 

control area i, are represented with a simple first order model, 

one can write: 
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Therefore, with no speed governing at 0 ,+=t s 0∆ =∑ m
P [1]. 

In addition, 2
0;∆ =

L
P then (3) can be simplified as 
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where 
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2
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At 0 ,+=t s
2

∆f in (2) could be ignored (please see Appendix 

I-A) and 

       
,1 12 1

2
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s

π
∆ = ∆  (6) 

Hence, for a multi-area power system (1), at 0 +=t s the term 

1,

N

ij jj j i
T f

= ≠
∆∑ can be ignored. 

Now, assume that load disturbances are applied to area i:

 
Fig. 1. Block diagram representation of control area i. 
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Considering (7) and (9), one can write 
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For a step change in load by ,∆
Li

P Laplace transform of the 

load change is: 
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Substituting (11) in (10) yields 
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After some calculations, one can readily obtain that (please 

see Appendix I-B) 
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As can be seen, the step load is negatively proportional to the 

second derivative of the disturbed area tie-line power.  

Now, similarly the tie-line power of the other areas at 

0+=t s can be calculated. According to the analysis provided 

in Appendix I-A 

        
,
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Considering (7) and (14),
,

∆
tie j

P can be obtained as follows 

        
, ,

2
,

ij

tie j tie i

T
P P j i

K

π
∆ = − ∆ ≠  (15) 

Therefore, the signs of other areas tie-line powers are different 

from the tie-line power of area i as the disturbed area at 

0 .+=t s  Thus, based on these results the disturbed area could 
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be easily distinguished. 

B. Contribution Mechanism 

Considering above analytic approach, an algorithm is 

proposed for implementing the RDR in frequency control. At 

the first step of the algorithm the second derivative of tie-line 

flows of all areas are calculated. Since the second derivative 

may be sensitive to noise, a high pass filter is utilized. It 

should be noted that, this filter does not add such accountable 

delay to the algorithm. 

Afterward, based on the sign of tie-line flows, the disturbed 

area, i.e., area i, is identified under the following conditions: 
2

,2
If 0

tie j

d
P

dt
∆ >  and  

2

,2
0

tie i

d
P

dt
∆ <  

or 
2

,2
If 0

tie j

d
P

dt
∆ <  and 

2

,2
0

tie i

d
P

dt
∆ >

 
for 1, ..., ,j n j i= ≠

 
The value of load to be disconnected or reconnected in each 

area (
j

RDR ) during the demand response process is obtained: 

        
j

RDR 0=   for 1, ..., ,j n j i= ≠  (16) 

and 
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π
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∑
 

 

(17) 

As mentioned, some demand response programs are 

contract-based and voluntary. Therefore, to apply the impact 

of this limitation, the participation factor 0 1< γ <  in (17) is 

considered so that, γ  determines how much load could 

contribute in demand response at the time of disturbance. 

0γ = means that all the required regulation would be provided 

by the generation side and the RDR has no participation, and 

1γ = means that the total available active loads for the RDR 

are involved in the system frequency control. The impact of 

the different values of γ is investigated in the simulation 

studies. 

It should be noted that, once the tie-line flows is employed 

to calculate the value of the load disturbance, they would not 

be used for about 2 or 3 seconds, as disconnecting or 

reconnecting loads for demand response task causes changes 

in tie-line flows again which may be interpreted as disturbance 

itself. 

In this algorithm the RDR is utilized under the circumstance 

of sudden load changes. Other types of disturbances, such as 

wind power fluctuations, are handled by the generation side. 

Thus, a deadband is used to meet this purpose. 

Figure 2 shows how the RDR algorithm contributes in the 

system frequency control, where iτ  is the RDR delay of area i. 

In this algorithm it is assumed that at any time, step load is 

applied only to one of the areas. This assumption is quite close 

to the reality.  

C. Discussion: Technical Aspects and Considerations 

1. Demand Response Potential 

Apart from economic, technical and regulatory limitations 

 

Fig. 2. System frequency response model with RDR auxiliary control. 

and barriers such as measurement challenges, lack of real time 

information sharing, and advanced metering infrastructure 

[33], in several countries, the potential of demand response in 

providing ancillary services has been investigated. The 

Federal Energy Regulatory Commission (FERC) in the United 

States of America has reported that [34], a full participation of 

controllable loads could offer a 20% reduction of the peak 

demand by 2019. Residential thermostatically controlled loads 

(e.g., air conditioners, heat pumps, water heaters, and 

refrigerators) account for 20% of the total electricity 

consumption in the United States that could be taken into 

consideration for providing various ancillary services [34]. It 

has been reported that in some regions, electric heaters 

represent about 11% of the total electricity consumption [35]. 

For the sack of simulation, in this paper, in order to evaluate 

the proposed methodology, it is assumed that in each control 

area 30% of loads are controllable for demand response 

actions. 

2. Infrastructure 

Technological and regulatory limitations like 

communication infrastructure and availability of demand 

response are two major limitations for grid operators. Grid 

operators need information that how much load is available at 

the time of disturbance. Knowing the state and power 

consumption of devices seems to be so important since it 

could be used to apply different ancillary services via demand 

response. There are some useful works in the literature on how 

to get information about the states of controllable loads and 

home appliances [36], [37]. For example, authors in [36] 

propose a hierarchical communication network to aggregate 

and send information about the loads to the transmission 

system operator in real-time, by means of smart meters 

installed on appliances. This method could provide 

information regarding the available frequency response from 

controllable loads every minute. The concept presented in our 

paper assumes such proposed method in [36] as a base. 

3. Demand Response in Contingent Events 

Demand response can be divided into two basic categories, 

including price-based and incentive-based programs [33]. In 

price-based programs, users try to change their consumption 

based on different electricity prices at different times provided 

by system utility, which is out of the scope of this paper. In 
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incentive-based programs, clients change their consumption in 

response to incentive payments offered by electric utility. 

These programs are categorized into four classes: i) Direct 

load control, ii) Interruptible/curtailable load, iii) Demand 

bidding and buyback; and iv) Emergency demand response. 

The proposed methodology in this paper could be considered 

as direct load control (that is usually contract-based [38] and 

voluntary [39]) which could be useful in contingencies too. In 

this type of program, in case of a contingent event, system 

operator sends out an emergency message to all clients that 

participate in this program [40]. Utilizing demand response in 

contingent events might prevent power systems against 

overload as one of the most common abnormal operation 

conditions. Furthermore, it could decrease the possibility of 

activation of under frequency load shedding programs [35]. 

Much like under frequency load shedding, domestic 

appliances can provide load shedding at the time of 

disturbances and frequency excursions [41], [35]. Given that, 

these devices do not require continues power supply, shedding 

them would not cause any inconvenience to clients [35]. 

4. Demand Response Modeling 

Among residential appliances, thermostatically controlled 

loads are the best candidates to provide regulation reserve to 

the grid [42]. These types of loads are designed for switching 

between on and off states, in order to preserve the temperature 

within acceptable range [18]. Their thermal inertia (i.e., ability 

of maintaining thermal energy for noticeable time intervals) 

capable them to immediately and continuously respond to 

control signals of system operator [43] and being 

disconnected/reconnected during some minutes without 

causing any harm to consumers [18]. This characteristic makes 

the loads ideal for system frequency control. Therefore, in 

simulations, these devices are considered in their switching 

states. The mentioned consideration is fair because in daily 

operation, they are expected to operate in a specific state for 

large proportions of their operating time [44]. 

As mentioned, there are several constraints and limitations 

in applying demand response to real power systems. But, 

modeling demand response in simulation environments 

depends on what constraint is targeted. For instance, there are 

some works that have considered customer welfare [23], or 

economic constraints for modeling demand response [39], 

[45]. In the present paper, system frequency response is 

targeted. Regarding considering appliances in their switching 

mode for demand response tasks, there are lots of works 

reported in the literature [23]-[25], [35], [41], [43]-[49]. 

III. FUZZY-PI-BASED SUPERVISORY COORDINATOR DESIGN 

Time delay is an intrinsic feature of each physical system 

and demand response is not an exception. As mentioned, 

following a step change in load, demand response could have 

contribution in restoration of the system frequency. But, in 

case the demand response action is associated with time delay, 

during the time delay generators try to compensate the 

occurred power imbalance, for instance via increasing their 

generations. Afterward, when demand response interferes as a 

 

Fig. 3. System frequency response model with both RDR and supervisory 

fuzzy-PI-based coordinator. 

supplementary control and compensates all or a part of the 

load/generation imbalance, the additional generation, 

produced during the time delay, may cause considerable 

frequency overshoots and impose instability to the system 

performance. Even if these excessive overshoots/undershoots 

do not jeopardize the system stability, after a while these extra 

useless generations would consume a considerable amount of 

fuel which also causes a considerable CO2 emission. 

In this paper, fuzzy logic is used to cope with this 

phenomenon, i.e., protecting the system against excessive 

overshoots/undershoots and consequently reducing CO2 

emission and to adjust the responsive generators according to 

the amount of regulation provided by the RDR. Therefore, 

fuzzy logic is used not only for handling control actions, but 

also for making coordination between generation side and 

demand side. Minimizing the frequency deviations due to fast 

changes in output power of wind turbines, and limiting the tie-

line power interchanges in an acceptable range are the other 

goals of this effort. 

Furthermore, the fuzzy logic is able to compensate the 

inability of the classic control theory for covering complex 

power systems with uncertainties and inaccuracies. Recent 

work of the authors in [2] demonstrates that fuzzy logic can be 

used as a suitable intelligent method for online tuning of PI 

controller parameters. In this case, fuzzy logic is used as a 

supervisor for fine tuning of conventional PI controllers. In the 

present work, the PI controller is remained, and the fuzzy 

logic is used for on-line tuning of its parameters. Therefore, 

this control configuration provides a smooth performance in 

startup and transient circumstances and it could be more 

acceptable for real-time LFC application. 

In the present paper, in each control area, to cover both time 

delay side effects and system uncertainties, the RDR signal, 

the updated area control error (ACE) and its derivative are 

used as the inputs of the fuzzy block. ACE is defined as a 

linear combination of frequency and tie-line power changes 

[50]: 

        
tieACE f Pβ= ∆ + ∆  (18) 

where β is the frequency bias. Figure 3 shows how 

supervisory fuzzy-PI-based coordinator contributes in 

frequency regulating. 
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Fig. 4. Modified single-line diagram of 39-bus test system with three wind 

farms [32]. 

 
Fig. 5. Wind velocity and power: (a) wind velocity pattern and (b) total wind 

power generation. 

In order to apply the fuzzy logic to each area, a set of fuzzy 

rules consisting of 60 rules is used to map input variables, i.e., 

ACE, its derivative and ,iR DR to output variables, i.e., pK and 
.iK The membership functions corresponding to the input and 

output variables have been arranged based on triangular 

membership function which is most popular one. The 

antecedent parts of each rule are composed by using AND 

function (with interpretation of minimum). Here, Mamdani 

fuzzy inference system is also used. Membership functions are 

given in Appendix II. 

IV. CASE STUDY 

The New England test system is widely used as a standard 

system for testing of the power system analysis and control 

synthesis methodologies. This system has 10 generators, 19 

loads, 34 transmission lines, and 12 transformers. Here, the 

test system is updated by adding three wind farms in buses 5, 

26, and 21. A single-line diagram of the updated system is 

shown in Fig. 4.  

The total system installed capacity is 404.85 MW of 

conventional generation and 185.9 MW of average wind 

power generation. There are 134.57 MW of conventional 

power generation, 61 MW of average wind power generation, 

and 329.25 MW load in Area 1. In Area 2, there are 106.381 

MW of conventional power generation, 54 MW of average 

wind power generation, and 74.051 MW load. In Area 3, there 

are 163.9 MW of conventional power generation, 72 MW of 

average wind power generation, and 182.01 MW load. All 

power plants in the power system are equipped with speed 

governor and power system stabilizer. In addition, the 

important inherent requirement and basic constraints such as 

governor dead band and generation rate constraint imposed by 

physical system dynamics are considered. The main 

simulation parameters for the generators are given in [51]. 

Other system parameters are given in Appendix III. 

In the present work, similar to the real-world power 

systems, the conventional generation units are responsible to 

provide spinning reserve for the sake of load tracking and the 

load-frequency control (LFC) task. Here, it is assumed that 

only one generator in each area is responsible for the LFC 

task; G1 in Area 1, G9 in Area 2, and G4 in Area 3. All LFC 

loops use conventional proportional-integral (PI) controllers. 

In order to evaluate the proposed method properly, high- 

penetration of wind power (about 30%) along with random 

variations of wind velocity have been considered. Figure 5 

demonstrates the wind velocity pattern and total wind power 

generation. 

V. SIMULATION RESULTS AND DISCUSSION 

For the sake of simulation, four scenarios are examined and 

the effectiveness of the proposed method is investigated in 

MATLAB/SIMPOWER environment. It is assumed that in 

each control area 30% of loads are available for demand 

response actions, i.e., 98.77 MW in Area 1, 22.21 MW in Area 

2 and 54.6 MW in Area 3. 

At the first scenario, to demonstrate a comparison of 

conventional PI controller versus the RDR contribution 

clearly, random variations of wind velocity is eliminated and 

the system is examined in the face of a sequence of step load 

changes which is plotted in Fig. 6 (a), and a communication 

delay of 0.5 s. Furthermore, to show the efficiency of the 

calculations provided in Section II, the estimated load changes 

are also depicted in Fig. 6 (a). As can be seen, there is a 

significant resemblance between the estimated and actual load 

changes. Fig. 6 (b) and Fig. 6 (c) show that the proposed RDR 

can effectively reduce the amount of the frequency excursion 

and variations, and also demonstrate that the tie-line power 

changes are maintained within a narrow band. 

 At the next scenario, a severe step load disturbance of 115 

MW applied to the area 1 at t=10 s, at the presence of random 

variations of wind velocity in the system. First to evaluate the 

impact of communication delay of the RDR, the system is 

tested for different values of communication latency, without 

the contribution of supervisory coordinator. The results are 

depicted in Fig. 7. It can be seen that, the value of the 

frequency overshoot, following the interference of the RDR, is 

increased as the value of the communication delay get 

increased. Next, to cope with these overshoots and also system 

disturbances, the supervisory fuzzy-PI-based coordinator is 
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(a) 

 

(b) 

 

(c) 

Fig. 6. System response following a sequence of step load changes in area 1: 

(a) load change pattern and estimated load change, (b) system frequency 

response; comparison of conventional PI controller versus the RDR 

contribution, (c) tie-line power interchanges; conventional PI (dashed), 

contribution of the RDR (solid). 

added to the closed loop system and results are plotted in Fig. 

8. The results illustrate that the Fuzzy-PI-based coordinator 

can effectively reduce the amount of the frequency overshoots 

and variations in the presence of communication delay and 

wind power fluctuations. 

Finally, to show a comparison of conventional power plant 

frequency response versus the RDR and supervisory fuzzy-PI-

based coordinator contribution, the test is repeated with the 

communication delay of 1 s, as shown in Fig. 9. For the rest of 

the simulations,τ is assumed to be 1 s.  

At the third scenario, random step loads are applied to all 

three areas according to Fig. 10(a). System frequency response 

and tie-line power changes, in the case of comparing the 

performance of conventional controllers versus participation 

of the RDR and supervisory fuzzy-PI-based coordinator are 

given in Fig. 10(b) and Fig. 10(c), respectively. The obtained 

results show that the designed method can ensure a good 

performance in a multi-area power system in the existence of 

random step load changes and wind power fluctuations. 

As the last scenario, a comparison between the contribution 

of the responsive generator and the RDR in frequency 

regulation is made, by studying the impact of participation 

factor γ . To do so, the system is examined at the presence of 

 
Fig. 7. Impact of communication delay ( τ ) on the performance of the 

proposed RDR scheme in response to a 115 MW step load at t=10 s. 

 

Fig. 8. Performance of the supervisory fuzzy-PI-based coordinator for 

different RDR delays. 

 

Fig. 9. Performance evaluation of the RDR and supervisory fuzzy-PI-based 

coordinator in comparison with the conventional PI controller for 1 s 

communication latency. 

step load changes, applied to area 1, as depicted in Fig. 11(a) 

and the results are demonstrated in Fig. 11(b). According to 

the results, lower participation of the RDR results in more 

frequency variations and less system performance. 

VI. CONCLUSION 

This paper proposes a regional demand response to 

cooperate in system frequency control of multi-area power 

systems. The striking feature of the proposed RDR scheme is 

the use of second derivative of tie-line power changes to 

extract the size and location of the experienced disturbances 

during contingent events, which is proved by mathematical 

calculations. A fuzzy-PI-based supervisory controller is 

introduced as a coordinator between the demand response and 

secondary frequency control to adjust the responsive 

generators according to the amount of regulation provided by 

the RDR. This coordinator will cover not only the system 

uncertainties but also time delay side effects of the RDR 

scheme. 

The provided simulation studies on the 10-machine New 

England test power system illustrate the effectiveness of 

incorporating regional demand response and supervisory 
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(a) 

 
(b) 

 
(c) 

Fig. 10. System response following a sequence of step load changes in all 

areas: (a) load change pattern; Area 1 (solid), Area 2 (dashed), Area 3(dotted), 

(b) system frequency response, (c) tie-line power interchanges; conventional 

PI (dashed), coordination of the RDR and supervisory fuzzy-PI-based 

coordinator (solid). 

fuzzy-PI-based coordinator, at the presence of high wind 

power fluctuations, random load changes and communication 

delays, in multi-area power systems. 

APPENDIX I 

I-A) At 0 +=t s  

        

,2
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2 2
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P

f
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∆ =
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Considering (5), one can write 
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Taking the inverse Laplace transform, the time domain 

equation is obtained 
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Since 1f∆  is proportional to the second derivative of 2f∆
which is considerably greater than 2,f∆ at 0 +=t s , 2f∆  in (2) 

could be ignored. 

I-B) Considering (12), one can write 

 
(a) 

 

(b) 

Fig. 11. Impact of changing the contribution of the RDR (participation factor

γ ) in the required regulation: (a) load change pattern, (b) system frequency 

response. 
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where 
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ω ζ= =  (24) 

Taking the inverse Laplace transform, the time domain 

equation is obtained 
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Hence, the second derivative of tie-line power at 0+=t s is 
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Therefore, (27) allows us to calculate the magnitude of the 

disturbance applied to area i: 
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APPENDIX II 

The membership functions corresponding to the input 

output variables are arranged as Negative Extremely 

Extremely Large (NEEL), Negative Very Extremely Large 
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Fig. 12. Inputs and outputs membership functions pattern. 

TABLE I 

STEAM TURBINE PARAMETERS 

Very high pressure turbine power fraction ( VHPF  ) 

High pressure turbine power fraction ( HPF ) 

Intermediate pressure turbine power fraction ( IPF ) 

Low pressure turbine power fraction ( LPF ) 

Steam chest time constant ( CHT )  [s] 

Reheat time constant ( 1RHT )  [s] 

Second reheat time constant ( 2RHT )  [s] 

Crossover time constant ( COT )  [s] 

0.28 

0.36 

0.36 

0 

0.5 

3.3 

10 

1 

 

(NVEL), Negative Extremely Large (NEL), Negative Very 

Large (NVL), Negative Large (NL), Negative Medium (NM), 

Negative Small (NS), Positive Small (PS), Positive Medium 

(PM), Positive Large (PL), Positive Very Large (PVL), 

Positive Extremely Large (PEL), Positive Very Extremely 

Large (PVEL) and Positive Extremely Extremely Large 

(PEEL). They have been arranged based on triangular 

membership functions as depicted in Fig. 12, where A 

determines variation ranges of input and output signals as 

[ , ], where 0.7

[ , ], where 1.5

ACE A A A

d dt ACE A A A

∈ − =

∈ − =
 

[0, ], where 150 6

[ , 0], where 10

[ , 0], where 15

p

i

RDR A A e

K A A

K A A

∈ =

∈ − =

∈ − =
 

APPENDIX III 

In this paper complete tandem-compound steam prime 
mover, including a speed governing system and a four-stage 

steam turbine is utilized. The speed governing system consists 

of a proportional regulator, a speed relay, and a servomotor 

controlling the gate opening. For steam turbines, IEEE 

Tandem Compound, Double Reheat model is used which has 

four stages, each modeled by a first-order transfer function 

[52]. The main simulation parameters for the generators are 

given in Tables I. 
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