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Abstract: A hybrid microgrid has numerous decentralised control loops. Therefore, coordination among hybrid microgrid
subsystems with desired performance is essential. This study presents a practical control approach for efficient tuning of
proportional–integral (PI) controllers and leads compensators in islanded hybrid microgrids. This method is based on the
frequency response characteristic and root-locus trajectory. It is used to minimise the frequency deviations of an AC hybrid
microgrid. The presented well-tuned controllers are tuned based on droop mechanism, and coordination among hybrid microgrid
subsystems with desired damping coefficient and stability margin. Then, the system performance is analysed under several
disturbances. The results are compared with PI controllers tuned by Ziegler–Nichols method. As well, the robustness of the
proposed approach in a wide range of parameter changes is investigated. Eigenvalue analysis and simulation results show that
the minimum frequency deviations and desired relative stability of the hybrid microgrid subsystems are achieved by the
proposed controllers. To show generality and efficiency of the proposed approach, the presented method is applied to a different
hybrid microgrid model used in the literature. For this purpose, in order to control the frequency deviations in the stand-alone
mode, presented well-tuned controller is compared with intelligent fuzzy and particle swarm optimisation-fuzzy controllers.

 Nomenclature
KP proportional coefficient
KI integral coefficient
KD derivative coefficient
To lead compensator zero
ζ damping coefficient
ωn natural frequency
ωc gain crossover frequency

1 Introduction
Conventional methods for generation, transmission, and
distribution of the electrical energy cause the extensive waste of
energy, loss of resources, and impressive negative effects on the
environmental pollutions. The RESs such as phototvoltaic (PV)
and wind turbine (WT) produce low or no carbon dioxide and other
chemical pollutants. Hence, they have a minimal effect on the
environment and human health. In order to avoid environmental
problems and to ensure energy security for urban and rural
societies, the distributed energy resources (DER) extension is
inevitable [1].

By decentralised generation, the required electrical energy for
the remote areas can be provided with more efficiency and high
reliability [2]. This idea was introduced in 1998 by consortium for
electric reliability technology solutions (CERTS) [3]. The CERTS
was founded to investigate, develop, and enhance reliability and
efficiency of the electric power system using DER technologies
[4]. The CERTS introduced the DER as the integration of loads and
microsources (MSs) operating as a single electric system [5].

The variable renewable energy (VRE), such as solar radiation or
wind speed, is a renewable energy source that is non-dispatchable
because of its intermittent characteristic [6]. The non-dispatchable
power providers are intermittent power generators which cannot be
controlled by operators to meet the load demand variations [7].
Therefore, such renewable technologies are generally integrated
alongside the conventional power provider, such as diesel
generator (DG) [8]. As well, the modern technologies like the
energy storage systems and fuel cell (FC) power plants are
generally used in the hybrid microgrid (HMG) to enhance load-

following capability [9]. This combination of different types of
power providers creates the HMG [10]. So, the HMG combines the
advantages of renewable, conventional, and modern power
providers [11]. When the non-dispatchable power is unavailable,
the HMG can always count on the other power providers to supply
loads [12]. Hence, the HMG is appropriate as a stand-alone system
to provide electrical energy in remote and rural areas with high
reliability [13].

The FC has many specifications that make it appropriate for the
HMG [14]. It is highly reliable, operates quietly, has the simple
maintenance, and produces clean power with higher efficiency than
DG [14]. In particular, the FC is an electrochemical device that
converts the chemical energy into electricity, directly [15]. It is a
new technology and exciting industrial area for large-scale power
production [16]. Therefore, the FC is widely used for stationary
and mobile applications and currently is under serious development
by numerous manufacturers [16]. However, the load fluctuations
can cause unstable operation of the FC power plant [16].
Therefore, the hybrid system needs an energy storage system with
high-power density, like a ultracapcator (UC) bank, to respond to
the load fluctuations, quickly [17]. The UC bank controls DC-link
voltage and the frequency of the HMG under serious disturbances
[18]. It can supply a huge amount of energy in a short time, which
cannot be provided by the DG, FC, and WT [19]. Owing to its
benefits, the UC is under development for different purposes.

Recently, many investigations have been made to study control
challenges and modelling of the HMGs. In [5], a particle swarm
optimisation (PSO)-based fuzzy approach is presented to improve
the frequency stability of the islanded hybrid system consisting of
the DG, FC, PV, WT, flywheel energy storage system, and battery.
The developed PSO-fuzzy-based controller is designed in the
DG/FC control loop. Then, the results are compared with the
conventional proportional–integral (PI) controller tuned by
Ziegler–Nichols (ZN) method. In [10], a neuro-fuzzy controller is
designed for power management of PV unit in the HMG. The
system frequency variation is used as a feedback signal for the
frequency regulation. The presented controller efficiently damps
the frequency deviations in all considered scenarios. In [19], the
PSO and genetic algorithm (GA)-based loop shaping of H-infinity
controllers in the FC control loop are presented. These controllers
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are used to minimise the load frequency deviations. Next, the
results are compared with conventional PI controllers. In [20], a
new fuzzy logic pitch controller is designed to reduce power
fluctuations of the WT during the microgrid (MG) islanded mode.
Then, the results are compared with a conventional controller. In
[21], the fuzzy control technique is used to perform power sharing
in a hybrid system consisting of the FC, PV, and battery. The
obtained results show that the presented control technique keeps
the power balancing in the hybrid system, effectively. In [22], the
PSO-based Sugeno fuzzy logic controller for PV system is
designed to control the frequency deviations of a stand-alone
system. The membership functions and control rules of the Sugeno
fuzzy controller are tuned by PSO method to reduce the system
frequency fluctuations.

The main idea for using of such complex and intelligent
controllers is providing of desired performance, such as improving
system stability, overshoot/undershoot, and settling time. Then, to
demonstrate the intricate controller performance, the obtained
results are compared with conventional controllers. The main
control drawbacks of the used approaches in the reviewed
references can be summarised as follows:

i. The reported conventional controllers presented in the
mentioned works suffer from a poor performance in terms of
stability, settling time, and overshoot/undershoot due to
inefficient tuning methods.

ii. The presented eigenvalue analysis shows that the DG unit has
the low damping coefficient in the HMG, and an effective
control-based approach for enhancing of the DG stability
margin is not proposed.

iii. The mentioned studies are focused on a particular section of
the hybrid system, and coordination among decentralised
power providers is not considered.

iv. In remote and rural areas, the complex and high-order
controllers often cannot be implemented due to performance/
maintenance cost, and design complication. In addition,
experts cannot be easily available in such areas for tuning,
operation, and maintenance of complex controllers.

To cover the mentioned control issues, a set of required control
conditions for each distributed generation (DIG) is considered and
evaluated to provide system coordination, robustness, and stability
with the fast response. As well, a simple-structured compensator is
obtained to enhance DG damping coefficient. Using simple
controllers to satisfy the mentioned requirements is more attractive.
In addition, following any change in the hybrid system structure
over the time, the set point of the simple controller can be easily
changed to the new operating point condition.

In this direction, the present work addresses efficient tuning of
the simple PI controller and lead compensator (LC) based on the
system root-locus and frequency response techniques. Eigenvalue
analysis confirms that the LC designed in the DG governor loop
enhances the DG stability margin and improves the system
damping. In addition, the well-tuned controllers can appropriately
provide coordinated frequency control with desired robustness,
stability, settling time, and undershoot in the face of system
parameter perturbations and random/step disturbances.

To confirm generality and efficiency of the proposed
methodology, this technique is applied to the given HMG presented
in [5]. Then, the obtained results are compared with the outcomes
of the fuzzy and PSO/fuzzy-based approaches. The comparison

among the PI/LC, fuzzy, and PSO/fuzzy controllers shows that the
designed PI/LC provides a smaller undershoot with lower settling
time than the intelligent controllers. This is obtained because the
PI/LC is tuned based on desired relative stability, the proper
damping coefficient of the HMG dominant poles, and coordination
among HMG subsystems.

The presented control approach regulates the load frequency on
the nominal value with a fast response. This response is obtained
because designed controllers are tuned to coordinate all HMG
subsystems and to provide desired relative stability and proper
damping coefficient. While in the mentioned references, only the
overall performance of the hybrid system is investigated and
decentralised control loops are not coordinated to reduce the HMG
frequency deviations. Unlike the intelligent and complex
controllers, the proposed controllers are simple structure and user
friendly that their set points can be easily changed to the new
condition for every change in the HMG structure. Therefore, the
simplicity, flexibility, coordination among HMG control loops,
better control performance, and lower operation/maintenance costs
can significantly increase the feasibility of the presented tuning
approach for the HMG frequency control.

This paper is organised as follows: Section 2 illustrates
mathematical descriptions and the required control conditions for
the effective tuning of the conventional controllers and
compensators. In Section 3, dynamic models of the WT, FC, DG,
and UC are presented. The proposed control strategy is discussed
in Section 4. Tuning of the well-tuned controllers based on
proposed control strategy is presented in Section 5. Simulation
studies are given in Section 6. Finally, the paper is concluded in
Section 7.

2 Closed-loop characteristic equation
The root-locus method is a graphical technique to demonstrate the
effect of the system gain variation on the roots of a closed-loop
system. The standard model of a closed-loop control system is
represented in Fig. 1. 

In Fig. 1, G(s), H(s), and k(s) are the feedforward, feedback,
and controller transfer functions, respectively. Interested readers
can find more details about the root-locus analysis, and the
frequency response characteristic in [23–26].

According to the closed-loop equation, the PI or PI–derivative
(PID) controllers can be designed so that the system characteristic
equation performs desired damping coefficient, ζ, and safe gain
margin (GM) and phase margin (PM) as

1 + k(s)G(s)H(s) = 1 + KP + KI
s

PI(s)

.

sn + an − 1sn − 1 + ⋯ + a0

sm + bm − 1sm − 1 + ⋯ + b0
= 0

(1)

1 + k(s)G(s)H(s) = 1 + KP + KI
s . s + To .
PID(s)

sn + an − 1sn − 1 + ⋯ + a0

sm + bm − 1sm − 1 + ⋯ + b0
= 0

(2)

Fig. 1  Standard closed-loop system
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The ζ between 0.4 and 0.7 provides a good system response with
proper overshoot/undershoot and settling time, and PM ≥ 30° with
GM ≥ 6 dB ensure that system remains stable, despite changes in
the system parameters [23]. Those proper values ensure the
required stability and performance of a minimum-phase system
even if the open-loop gain and system parameters change around
their nominal values [23]. Therefore, the mentioned values for ζ,
PM, and GM provide suitable conditions for efficient tuning of PI
controllers and compensators in a minimum-phase system.

3 HMG modelling
The hybrid system includes the following subsystems: DG, FC
unit, WT, and UC model. This block diagram of the HMG model is
shown in Fig. 2. Since the HMG works at low frequency (60 Hz)
and the DG, FC, and WT have the slow nature and mechanism, it is
interesting to investigate the dynamic response of the hybrid
system at low frequencies. To remove effects of high-frequency
components created by the inverter switching on the HMG
performance, the lowpass filters are also used at the output
terminals of the FC and UC inverters [6]. Therefore, the HMG
model shown in Fig. 2 is presented to investigate the frequency
control and dynamic behaviour of the hybrid system at low
frequencies [6, 27, 28]. Interested readers can find more details
about modelling, dynamic system characteristic, and accurate
model assessment and verification of the presented HMG in [26–
33]. The parameter values and rating of the HMG subsystems are
given in the Appendix [5, 19, 27, 33–37]. Several microgrid
modelling approaches are also discussed in [38, 39]. 

3.1 DG model

In Fig. 2, the standard model of the DG unit is presented in block A
[27]. This model illustrates the dynamic behaviour of the DG set.
The input of the DG is the load changes, and output is the
frequency deviations [27]. The diesel engine and valve actuator are

modelled as the first-order transfer functions with time constants of
Tsm and Td, respectively. Inertia is shown by Hd and the governor
consists of droop constant (R), and the integral controller [27]. For
an appropriate response, the DG droop value is chosen between 3
and 7%. This limited range avoids unacceptable frequency error in
the steady-state situations [27]. The integral controller in the DG
feedback loop removes this steady-state error. However, this issue
decreases the DG stability margin and creates more oscillations in
the output frequency deviations [27].

3.2 WT model

The power generation of WT depends on wind speed V (m/s), and
it changes as a cubic function [19]. The mechanical power of the
WT is given by

PWT = 1
2 ρArCpV3 (3)

where ρ is the density of air (kg/m3), Ar is the blade swept area
m2 , Cp is a coefficient that changes as a function of tip speed ratio

(λ) and pitch angle of blade (β) [19]. The WT dynamic model
includes low-speed shaft, high-speed shaft, hydraulic pitch control,
and fluid coupling transfer functions as shown in block B of Fig. 2
[19, 25].

3.3 FC model

The FC system is shown in block C of Fig. 2. It consists of a fuel
tank, an inverter for changing DC to AC voltage, and an
interconnection [5]. It can be modelled as a third-order
characteristic with time constants of Tln, TIC, and Tfc [5]

FC(s) = 1
1 + TICs 1 + Tlns 1 + Tfcs

(4)

Fig. 2  Block diagram of the hybrid system
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3.4 UC model

The UC system is shown in block D of Fig. 2. It can track transient
load changes, immediately. It causes that conventional energy
providers work at the constant output or change the generation
level, slowly. The UC is modelled as a first-order transfer function
with time constant of TUC [19] as follows:

UC(s) = 1
1 + TUCs (5)

4 Proposed control strategy
The efficient tuning of the PI/LC is based on control requirements
mentioned in Section 2. The target is to select the controller
parameters so that the HMG dynamic model has a safe GM and
PM, with desired damping coefficient. To enhance the PM and
achieve proper damping, the LC in series with PI controller can be
designed. This LC is used to place the dominant poles of the
system closed-loop on a suitable location, and improve the PM of
the system, effectively. This combination creates a PID controller
that can be formulated as

PID(s) = s + To
KI
s + KP = KI + ToKP

KP′
+ KITo

s
KI′/s

+ KPs
KD′ s

(6)

where s + To  is an LC that is used in series with a PI controller. In
addition, KP′, KI′, KD′  are the PID coefficients that are obtained
based on the PI and LC parameters.

5 Tuning of the well-tuned controllers
5.1 Performance improvement of DG unit

A DG unit can directly change the generation level in a hybrid
system. Therefore, improvement of DG dynamic performance has
a positive effect on the load-frequency profile. For this purpose, the
standard model of DG unit is considered as presented in Fig. 2
(block A). According to the locus of DG unit, the effect of the
governor droop on the system dynamic is plotted in Fig. 3a. 

In Fig. 3a, the root-locus of DG unit is shown with the DG
droop as a variable parameter. It shows that the damping
coefficient of DG increases with decreasing the gain value (1/R). In
this case, one can select the desired droop between 3 and 7%. For
an appropriate DG response, the droop value is fixed at R = 5%.
For this value of droop, the DG dynamic behaviour is influenced
by a pair of lightly damped complex poles. The open-loop bode
plot (Fig. 3a) shows that the GM and PM are larger than 6 dB and
30°. For removing of steady-state error, an integral controller with
KIDG = 8 is also added to the feedback loop. 

However, by adding the DG droop and integral controller in the
DG feedback loop, the order of the open-loop system increases. As
shown in Fig. 3b, the PM, GM, and damping coefficient reduce to
14.3°, 8.21 dB, and 0.129, respectively. So, the new PM and ζ are
lower than the required values. The gain crossover frequency for
PM = 14.3 is about ωc = 3.37 rad/s. To increase the PM before
crossover frequency, an LC with s = −1 can be added to the
feedback loop. It causes that the open-loop pole of the integral
controller at s = 0 tends to be added zero at s = −1. The bode plot
and root-locus of compensated DG are presented in Figs. 4a and b.
The designed LC provides a significant improvement in the ζ, PM,
and GM of the system. The root-locus of the DG unit, shown in
Fig. 4a, confirms that its dynamic behaviour is influenced by a pair
of high damped complex poles with ζ = 0.6. The compensated
system has an infinite GM, with PM = 63.1°, as illustrated in
Fig. 4b.

The combination of the DG droop, integral controller, and LC
performs a dynamic model as

PIDDG(s) = 20 + 8
s × s + 1 = 20s2 + 28s + 8

s

This is equal to the transfer function of a PID controller as
28 + 20s + (8/s) with KPDG′ = 28, KIDG′ = 8, and KDDG′ = 20. In this
case, the total DG droop with the LC in the feedback loop is equal
to (1/KPDG′ ) × 100 = (1/28) × 100 = 3.57%. This droop value is
1.43% lower than DG droop value with a PI controller in the
feedback loop. Therefore, the designed series LC decreases the DG
droop value, improves the system damping, and increases the DG
stability margin.

5.2 Contribution of WT with DG unit

In this section, an AC-WT participates with the DG unit. Such a
new configuration needs coordination between DG and WT units.
For a system with several transfer functions and intricate
configuration, the state-space equations can be extracted using
linmod command in Matlab software. With indicating the input and
output of the system in Matlab/Simulink environment, this
command directly extracts the state-space equations between
identified input and output. For standard configuration presented in
Fig. 1, it is required to determine the inputs and outputs of the G(s)
and H(s). Then, the required state-space equations for the
feedforward and feedback transfer functions can be obtained using
the mentioned command. 

As shown in Fig. 5, the signal of frequency deviations is
directly applied to the WT pitch loop. Therefore, WT contribution
for the HMG frequency control requires coordination between the
WT pitch loop and DG governor.

The gain in the pitch loop, KPitch, acts as a proportional
controller. From the open-loop transfer functions of WT system,
the pitch loop gain of KPitch = 272 can create GM = 36.3 dB, and
infinite PM with ζ = 0.9. The pitch loop of WT has a slow
mechanism due to the slow nature of the hydraulic system and
mechanical moving parts. Therefore, DG controller tunes the
overall damping of the WT/DG system to the desired value and
accelerates the system response. To build a standard type of the
closed-loop configuration as presented in Fig. 1, it is required to
obtain feedforward and feedback transfer functions of the overall
system. The feedback transfer function of WT/DG system is the
DG governor loop, and the remaining of WT/DG model is a
feedforward transfer function. Using the linmod command for
calculation of the required state-space equations, the root-locus and
bode plot of DG/WT are obtained as shown in Figs. 6a and b. 

The proportional gain equal to 23.7 in the DG feedback loop
gives the DG droop about R = 4.22%. This droop value is within
the nominal DG droop range. For removing of steady-state error,
an integral controller with KIDG = 4 is added to the DG feedback
loop. Once the PI controller is added to the feedback loop, the GM 
= 10.5 dB, PM = 23°, and ξ = 0.2 are achieved. For another
integrator coefficient of KIDG = 1, the GM is equal to 11 dB, PM = 
25.1 and ξ = 0.21. In both cases, the PM and ξ are lower than the
minimum control requirements. Hence, it is needed to compensate
the system with an LC in the feedback loop of the DG unit.

As shown in Fig. 6a, two branches that leave the stable area to
unstable zone need the positive phase to stay in the stable area.
This issue enhances the system damping. For this purpose, an LC
with s = −1.25 is added to the feedback loop. So, the root-locus of
the added zero in s = −1.25 and an open-loop pole in s = −1.148
locates on the real axis. This added zero creates a closed-loop pole
in s = −1.237. In this case, the root-locus and bode plot of the
compensated system are shown in Figs. 7a and b. Since the added
zero is near the origin, it creates the PM = 61.5° with GM = Inf
(dB). In addition, the dominant poles of the system have ζ = 0.58.
Therefore, this LC provides the required conditions for the GM,
PM, and ζ. 

So, the required PI/LC in the DG feedback loop is

23.7 + 4
s s + 1.25 = 23.7s2 + 33.6s + 5

s

It is equivalent to a PID controller with KPDG′ = 33.6, KIDG′ = 5, and
KDDG′ = 23.7 PIDDG(s) = 33.6 + 23.7s + (5/s) . In this case, the
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DG droop is about 3%. Therefore, designed series LC provides the
large stability margin for DG unit with lower droop value.

5.3 Participation of FC with DG/WT system

To design the FC controller, the feedforward and feedback transfer
functions of the overall system should be obtained. These functions
are used to build a standard type of closed-loop configuration as
presented in Fig. 1. The WT/DG system is the feedforward transfer
function, and the feedback is the FC transfer function that is
formulated in (4). Using the linmod command to calculate the
required transfer functions, the bode-plot and root-locus of the
hybrid system are plotted in Figs. 8a and b. 

As plotted in Fig. 8a, the DG/WT/FC system has two dominant
open-loop poles at −8.71 ± 16j. In this case, the GM = 43.2 dB, and
the PM is infinite. According to (1), the PI controller of the FC unit
can be formulated as

PIFC(s) = KPFC +
KIFC

s = KIFC
1 + TFCs

s

where KPFC = KIFCTFC. The gain value KPFC = 3 gives desired
damping coefficient, ζ = 0.452. To locate the root-locus of the
closed-loop pole on the real axis, the open-loop zero of PI
controller 1 + TFCs  is selected in s = −0.6. It is on the left side of
the open-loop pole in s = −0.171. Thus, the added zero gives
TFC = 1.667. So, the locus of the open-loop pole at s = −0.171
tends to the added zero at s = −0.6 on the real axis. Therefore, the
PI controller for the FC unit is obtained as:
PIFC(s) = 1.8 × ((1 + 1.667s)/s)  with KPFC = 3, and KIFC = 1.8.

In this case, the root-locus and bode plot of the open-loop
DG/WT/FC system with the obtained PI controller in the FC loop
can be plotted as shown in Figs. 8c and d. As illustrated in Figs. 8c
and d, the ζ, GM, and PM of the open-loop system are 0.452, 33.5 
dB and infinite, respectively. Therefore, the obtained PI controller
in the FC loop provides the required control parameters.

Fig. 3  Root-locus and bode plot of the DG unit
(a) Without PI controller,
(b) With PI controller
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5.4 Integration of UC with DG/WT/FC system

The linearised state-space equations of the HMG model are given
in [19, 33, 34]. For the given HMG, shown in Fig. 2, the state-
space equations are expressed as

Δẋ = AΔx + BΔu (7)

Δy = CΔx + DΔu (8)

Δu = Δuuc = KUCΔuin (9)

where x = [ΔPF1ΔPF2ΔPDGΔH1ΔH2ΔPWTΔPFCΔ f ] are state
variables, Δy = [Δf] is the output variable, Δf is the frequency

Fig. 4  DG unit with PI controller and LC
(a) Root-locus,
(b) Bode plot

 

Fig. 5  Participation of WT with DG unit (DG/WT system)
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variations, ΔPUC is the output signal of the UC bank, Δuuc is the
output signal of UC controller, KUC is the PI controller of the UC
bank; and Δuin = Δy is the feedback input signal of UC controller.
The hybrid system formulated in (7) has a single-input, single-
output structure. The proposed technique discussed in Sections 2
and 4 is used to design the UC controller (KUC), and the state-space
equation shown in (7) is used as the nominal plant G(s). The G(s)
transfer function, based on the presented model in Fig. 1, is the
DG/WT/FC dynamic models. The feedback function is UC transfer
function formulated in (5). Using linmod command to obtain G(s)
transfer function, the root-locus and bode plot of the hybrid system
are obtained as shown in Figs. 9a and b. 

The gain value KPUC = 57.6 gives desired damping coefficient,
ζ = 0.639. As shown in Fig. 9b, the GM and PM are infinite. The

open-loop system has two tandem poles at s = −0.216 and −0.768.
The PI zero with s = −0.65 can be placed between the mentioned
tandem poles as: s = ( − 1/TUC) = − 0.65 ⇒ TUC = 1.538. The
desired damping coefficient gives: KIUCTUC = 57.6
⇒ KIUC = 57.6/1.538 = 37.45.. Therefore, the PI controller is
obtained as KUC(s) = PIUC s = 37.45 × ((1 + 1.538s)/s)  with
KPUC = 57.6 and KIUC = 37.45.

As shown in Figs. 9c and d, the GM, ζ, and PM of the new
open-loop system with the obtained PI controller are infinite, 0.639
and 86.4°, respectively. Therefore, the obtained PI controller in the
UC control loop provides the required control parameters.
According to the obtained results, the PI/PID controller parameters
of the HMG subsystems are presented in Table 1. 

Fig. 6  Frequency response of the DG/WT system
(a) Root-locus of the open-loop DG/WT,
(b) Bode plot of the open-loop DG/WT

 

Fig. 7  Frequency response of the DG/WT system with the PI controller and LC
(a) Root-locus,
(b) Bode plot
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5.5 FC/UC control parameters using ZN method

In this section, the UC and FC controllers are tuned by ZN method.
A detailed study for tuning of the PI/PID controllers using ZN
technique is presented in [23, 24, 39]. By using the ZN method, the
PI controller parameters are obtained as given in Table 2. 

As discussed in Section 5.1, the nominal droop value (R = 5%)
is chosen for the DG governor. To remove the DG steady-state
error, the integral coefficient is fixed at KIDG = 3. For the WT
pitch loop, the proportional controller is selected as KPitch = 272.

6 Simulation results and discussion
The HMG case study is examined in the face of the load variations
and wind power disturbances. In addition, the HMG robustness is
verified against system parameter uncertainties. Then, the

controller performance and deviations in the system frequency
profile are identified and evaluated.

6.1 Time-domain analysis of the islanded HMG

The time-domain frequency variations of the explained hybrid
system are examined under different disturbance scenarios. In all
simulation results, dashed and solid lines are used instead of ZN
and well-tuned controllers, respectively.

Scenario 1(random changes in the load demand and wind
power): In this scenario, the performance of designed controllers is
estimated under random load and wind power changes as shown in
Figs. 10a and b. Then, the system frequency deviations are
recorded for the random load changes and wind power fluctuation
as presented in Figs. 10c and d, respectively. 

Fig. 8  Frequency response of the DG/WT/FC system
(a) Root-locus without PI controller,
(b) Bode plot without PI controller,
(c) Root-locus with PI controller,
(d) Bode plot with PI controller
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As shown in Figs. 10c and d, the well-tuned controller
minimises the frequency deviations and keeps the system
frequency at the nominal value. The low-frequency deviations for

the well-tuned controllers are obtained because the UC unit has the
ability to keep the power-balancing in the face of transient
disturbances, quickly. As well, due to the suitable control
conditions for the GM, PM, and ζ, the well-tuned controllers
provide better responses than the PI controllers tuned by the ZN
method.

Scenario 2 (evaluation of uncertainty): In this section,
robustness of the designed controllers is evaluated in the presence
of changes in all system parameters up to +35%. For this purpose,

Fig. 9  Frequency response of the hybrid system with/without PI controller
(a) Root-locus without PI controller,
(b) Bode plot without PI controller,
(c) Root-locus with PI controller,
(d) Bode plot with PI controller

 
Table 1 Well-tuned controller parameters
Controller parameters DG WT FC UC
Proportional coefficient 23 272 3 57.6
Integral coefficient 3 — 1.8 37.45
Derivative coefficient 20 — — —

 

Table 2 ZN controller parameters
Controller parameters FC UC
Proportional coefficient 29.79 4.344
Integral coefficient 57.28 3.62
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the system frequency deviations for 0.1 p.u. step increase in the
load demand are plotted in Figs. 11a and b. 

As shown in Figs. 11a and b, the well-tuned controllers keep
the frequency on the nominal values with low deviations for +35%
changes in all parameters and nominal parameters. Due to the
desired control conditions mention in Section 2, the well-tuned
controllers provide a relatively small undershoot and settling time
than the PI controllers tuned by the ZN method. For random
disturbances presented in Figs. 10a and b, the output frequency
deviations with ±35% changes in all system parameters are plotted
in Figs. 12a–d. 

As shown in Figs. 12a–d, the well-tuned controllers have
enough capability to keep the system frequency almost constant in
the face of random disturbances and a wide range of parameter
variations. Due to the suitable values for the ζ, GM, and PM, the
well-tuned controllers keep the system frequency on the nominal
value against the wide range of parameter variations and random
disturbances, effectively.

To demonstrate the effectiveness of designed controllers, the
following frequency variation-based performance index is
formulated as

ISE Δ f = ∫
0

T
Δ f t 2dt

where ISE, Δ f t , and T are integral of squared error, absolute
value of the frequency deviations, and simulation time period,
respectively. The ISE indexes are obtained for T = 30 s in six
different scenarios with random disturbances presented in Figs. 10a
and b. Then, the results are given in Table 3. 

The S-1, S-2, and S-3 are the ISE indexes under random load
disturbances for nominal parameters,+35%, and −35% changes in
all parameters, respectively. The S-4, S-5, and S-6 are ISE indexes
under wind power disturbances for nominal parameters, −35% and
+35% changes in all parameters, respectively. As shown in Table 3,
calculated values for the ISE indexes are quite better when the

Fig. 10  Continued
 

236 IET Renew. Power Gener., 2018, Vol. 12 Iss. 2, pp. 227-243
© The Institution of Engineering and Technology 2017



controller is designed based on the proper values of the GM, PM,
and ζ.

Scenario 3 (noise rejection capability): The PI controllers and
LC are designed based on the appropriate damping of the system
dominant poles. This issue increases the damping of the HMG
characteristic equation. Therefore, the system has a sufficient
damping and rejects the output noises, quickly. To show this issue,
a random noise is applied to the output frequency deviations (Δf),
as shown in Figs. 13 and 14a. Then, the load frequency deviations
are obtained as illustrated in Fig. 14b. 

As shown in Fig. 14b, the proper damping coefficient of the
hybrid system damps the influence of output noises, quickly.

6.2 Frequency-domain analysis

The eigenvalues are extremely valuable to ensure the small-signal
stability of a hybrid system. They perform a unique set of scalars

related with a linear system of equations and can be obtained by
the following determinant equation:

det λ[I] − [A] = 0

where [A] is the system matrix, λ is the eigenvalues of a system,
and [I] is an identity matrix.

The participation matrix [P] is used to explain the relationship
between the state-space variables and the system eigenvalues [19].
For this purpose, the left and right eigenvectors of [A] is combined
as a measure to investigate the relationship between state-space
variables and eigenvalues. The participation factor Pki shows the
influence of the kth state in the ith mode [19]. Through eigenvalue
calculation, one can find that the mode k is a mode with low
stability margin. The participation matrix [P] is formulated as

Fig. 10  Random changes in the system inputs and the output frequency deviations
(a) Random load changes,
(b) Random changes in the wind power,
(c) Frequency deviations for the random load changes,
(d) Frequency deviations for the random changes in the wind power
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Pi =

P1i

P2i

.

.
Pki

=

ϕ1iφi1

ϕ2iφi2

.

.
ϕkiφik

(10)

where φki is the kth element of the right eigenvector φi. As well, it
is the entry on the kth row and ith column of the modal matrix [φ].
ϕki is the kth element of the left eigenvector ϕi. In addition, it is the
element on the ith row and kth column of the modal matrix [ϕ]
[19].

According to the state-space equations of the hybrid system
presented in (7), the system eigenvalues are obtained as shown in
Table 4. The presented eigenvalues belong to the total transfer
function of the hybrid system. The HMG subsystems, like DG, FC,
WT, and UC, influence on the system eigenvalues. Therefore, the
obtained eigenvalues are classified based on related subsystem
dependency, as shown in Table 4. This classification is performed

by disconnecting of the considered subsystem from the HMG,
while other subsystems participate in the power-sharing. By
disconnecting of each subsystem, related eigenvalues are not
visible in the obtained results. 

According to the obtained results, the well-tuned controllers
change the location of dominant complex eigenvalues to the left
side of the s-plane and enhance the system damping and the
stability margin of the hybrid system. As discussed in Sections 5.1
and 5.2, the DG without LC has lower stability margin. With and
without UC, the designed LC in the DG governor loop dramatically
increases the damping of the DG eigenvalues to 0.63 and 0.47,
respectively. This improvement of the DG stability margin directly
enhances the overall stability and performance of the hybrid
system.

6.3 Comparing the presented method with intelligent
approaches

In [5], a new online intelligent method by the combination of the
fuzzy logic and PSO methods are used to control the output

Fig. 11  Output frequency deviations for a 0.1 p.u. step increase in the load demand
(a) +35% changes in all HMG parameters,
(b) Output frequency deviations with the system nominal parameters
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frequency of the HMG. Then, the step response of the hybrid
system for 0.1 p.u. load increase is obtained. According to the
presented results, the fuzzy and PSO-fuzzy controllers have the
damped-oscillatory and fast-damped responses with settling times
about 4 and 1 s, respectively. The maximum frequency undershoot
is also obtained about −0.06 p.u. for both cases. By replacing a PI
controller and the LC instead of the intelligent controller and using
the presented approach discussed in Sections 2 and 4, the new
controller parameters are obtained as
0.41 + 17.52/s × s + 17.16 . This function is equal to the PID

controller with KPDG′ = 24.56, KIDG′ = 300.6, and KDDG′ = 0.41. The
root-locus and bode plot of the HMG with the designed controller
in the feedback loop are obtained as shown in Figs. 15a and b.
According to Figs. 15a and b, the GM, PM, and ζ are infinite, 53.7°
and 0.5, respectively. Therefore, designed controller satisfies the
required control conditions discussed in Section 2. For the obtained
controller, the frequency deviation in the face of 0.1 p.u. load
increase is obtained as illustrated in Fig. 15c. The maximum
undershoot is about −0.033 p.u. and the settling time is about 0.75 
s. Therefore, the PI/LC demonstrates a better performance than the
fuzzy/PSO and fuzzy controllers in terms of settling time and
undershoot characteristics. 

7 Conclusion
The HMG may consist of numerous decentralised power providers.
Thus, coordination among those subsystems using an effective
technique is necessary. The presented controllers and compensators
are tuned based on the proper values of the GM, PM, ζ, and
coordination of the HMG subsystems. The control targets for the
presented approach are providing of fast system response with
enough relative stability.

The designed controllers are examined under different step,
random, and noise disturbances. According to the obtained results,
the well-tuned conventional controllers have desired control
specifications such as robustness, small overshoot/undershoot, and
low settling time. The proposed controllers enhance the relative
stability of the HMG subsystems and provide a better performance
than intelligent controllers in terms of settling time and overshoot/
undershoot. The obtained results are also supported by eigenvalue
analysis and the ISE indexes.

Fig. 12  Continued
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Fig. 12  Output frequency deviations for ±35% changes in the all system parameters and input random disturbances
(a) +35% parameter changes with the random load changes,
(b) −35% parameter changes with the random load changes,
(c) +35% parameter changes with the random changes in the wind power,
(d) −35% parameter changes with the random changes in the wind power

 
Table 3 ISE index for different scenarios
Scenario ZN controller Well-tuned controller
S-1 0.15 10e−3
S-2 0.25 8.2e−3
S-3 0.12 10.6e−3
S-4 0.061 4.95e−3
S-5 0.0526 4.73e−3
S-6 0.075 4.67e−3

 

Fig. 13  Appling of noise in the system output
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Fig. 14  Output noise and load frequency deviations
(a) Noise signal variations (p.u.),
(b) Output frequency deviations (Hz)

 
Table 4 Eigenvalues of the hybrid system
Eigenvalues ZN controllers Well-tuned controllers

with UC without UC with UC without UC
λ1, 2,3 (DG) −98.53,−1.39 ± 7.12i, ζ = 0.19 −26.88,−0.75 ± 6.8i, ζ = 0.11 −83.13,−18.57 ± 22.8i, ζ = 0.63 −103.7,−8.56 ± 15.92i, ζ = 0.47
λ4,5,6 (WT) −7.05 ± 2.05i, ζ = 0.96,−0.167 −7.05 ± 2.04i, ζ = 0.96,−0.11 −7.07 ± 1.96i, ζ = 0.96,−0.787 −7.08 ± 1.93i, ζ = 0.96,−0.77
λ7 (Δf) −2.48 −0.8 −100 −1.26
λ8 (FC) −0.8 −2.49 −3.94 −4.01
λ9 (UC) −98.53 — −1.56 —
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9 Appendix
 
Total load demand = 1000 kW (1 p.u.)

Diesel generator:
Rated power = 500 kW,

Hd = 1.5, Td = 0.5(s), Tsm = 0.05(s), f = 60(Hz)Wind turbine:
Rated power = 500 kW-AC,

Tw = 4 s, Kpc = 0.08, Kp1 = 1.25, Kp2 = 1, Kp3 = 1.4, Kig
= 1.494, Tp1 = 0.6 s, Tp2 = 0.041 s, Tp3 = 1 s, Ktp = 0.004,

Ultracapacitor:
Rated power = 200 kW, TUC = 0.01 s,Fuel cell:(4 units, 100 kW

each) = 400 kW, Tln = 0.04 s, TIC = 0.004 s Tfc = 0.26 s,
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