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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract 

Microgrid (MG), as a cluster of Distributed Generations (DGs) and local loads, may be characterized with zero or small inertia 
constant. Reduction of system rotational inertia, in response to increasing MGs penetration level, renders frequency dynamics 
faster. This paper presents an attempt to propose a new analytical approach to mathematically assess the impact of MGs 
penetration level on power system frequency stability. In this way, an experimental-based model is employed to make the 
simulation results realistic. The method interprets the frequency dynamic behavior of the penetrated system based on the 
conventional system in terms of frequency nadir, steady state deviation and a 15-second rolling window. 
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1. Introduction 

Next generation grids face new technical challenges arising from the increasing penetration of Distributed 
Generations (DGs), visualized through the Microgrid (MG) concept [1]. While low penetration of MGs has 
negligible influence on host grid stability, the ability of the system to accommodate high penetration of MGs is in 
concern [2, 3]. This means that high-penetration of MGs may create stability issues that must be addressed [4]. This 
paper focuses on frequency stability problem in penetrated power grids.  
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Abnormal frequency deviation may significantly affect power system behavior by triggering the protection 
devices, which, in turn, may initiate frequency instability [5, 6]. Indeed, reduced inertia constant in the system with 
high MGs penetration jeopardizes system dynamics and stability [3, 7]. Therefore, reduction of system inertia, which 
renders frequency dynamics faster, introduces one of the impediments to realize high MGs penetration level. 

General overview regarding the effects of low inertia on power system frequency stability has been provided in 
[7]. A trial and error-based methodology is proposed in [8, 9] to determine the maximum permissible penetration 
level of wind farms. Transit stability assessment of penetrated power system is done in [10, 11]. Ref. [12] deals with 
scenario-based approach focusing on system inertia and primary reserve values. To study changing trends in 
frequency behavior of a penetrated power system, a simplified frequency model accompanied with simulation of 
wind penetration scenarios are employed in [13]. Another scenario-based approach, applied to a part of Australian 
grid, is discussed in [14]. A new automatic generation control structure, which tackles intermittency drawbacks 
stemming from high penetration of MGs into problem formulation, is proposed in [15].  

While previous studies deal with the effects of MGs penetration level on host grid stability, most of them have 
varied the penetration level on low dimension systems based on trial and error. Increasing penetrated system 
dimensions significantly enlarges feasible space of scenarios to be assessed in trial and error procedure. On the other 
hand, the so far researches consider constant parameters for the MGs in the trial and error procedure. Indeed, the 
intermittent inherent of MGs provides time-variant parameters, such as rotational inertia [7], which in turn may 
affect penetrated system dynamics in response to a given fault. Lack of analytical approaches for assessing of MGs 
penetration level on host grid frequency stability makes the so far researches far from realistic. An attempt is made 
in this paper to propose a mathematical-based approach to analytically investigate the effect of rotational inertia 
reduction, i.e. MGs penetration level, on frequency dynamics. Here, frequency dynamics such as frequency nadir, 
15-second rolling window and steady-state deviation are employed to establish a mathematical-based case 
independent approach.  

 
Nomenclature 

MG microgrid 
DG distributed generator 
ESS energy storage system 
WT wind turbine 
PV photovoltaic 
SS static switch  
RMSE root mean square error 
UCTE  Union for the Coordination of the Transmission of Electricity 
COI center of inertia 
NERC North American Electric Reliability Corporation 

2. Proposed Analytical Approach 

Concerning the frequency response dynamics, it is assumed that H describes the aggregated inertia of different 
generators and load nodes.  

1.1. Definitions  

Derivation of an analytical approach to investigate the impact of MGs penetration level on the host grid frequency 
stability begins through defining of two systems, as follows:  

a) Base system: It referred to as the original system without any MGs. Base system characterized by its known 
inertia, damping constants and frequency dynamics.  

b) Penetrated system: The second system, referred to as the reduced inertia system characterized with 
unknown frequency dynamics, is the base system after penetration of MGs.  
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Frequency dynamics may be assessed in respect to several criteria such as, frequency nadir, steady state deviation 
and a 15-second rolling window [5]. These criteria are employed in this paper to establish a systematic approach to 
deal with the impact of inertia-less sources on the host grid frequency stability.  

1.2. MG Structure  

In order to visualize integrated grid, the available MG in the Smart/Micro Grids Research Center (SMGRC) at the 
University of Kurdistan (UOK) is employed, that here it is called UOK-MG. It includes Energy Storage Systems 
(ESSs) and several micro sources (PV, WT, and diesel generator) as shown in Figure 1 (Fig. 1a). A view of SMGRC 
data acquisition and monitoring system is also shown in Fig. 1b. Experimental and simulation results of the UOK-
MG in both grid-connected and island mode are compared in this section. Afterwards, the results of UOK-MG in 
grid connected mode is extended to realize the high penetrated grid, as introduced in [16].   

 

 
(a) 

 
(b) 

Fig. 1. UOK experimental system, a) Three-phase representation of UOK-MG, and b) Data acquisition and monitoring unit  

In island mode, the diesel generator is modeled by an internal combustion engine driven and a field wound 
synchronous generator. On the other hand, the inverter-based sources employ frequency and voltage droop 
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characteristics to control the output active and reactive powers [4, 16, 17]. The used models are realistic and 
practically validated by comparison with actual results. For instance, Figure 2 compares the ESS simulation results, 
obtained for a step increase in load at 4th second of the simulation, with those of experimental dynamics. 

 
Fig. 2. Frequency dynamics of ESS in response to switching on of R2 in 4th second of the simulation 

In the grid connected mode, MG dynamics, from upward point of view, may be represented through a set of 
inertia constant and load damping parameters. Details of such representation can be found in [18, 19]. Indeed, the 
experimental results reveal that there is a direct relationship, with Root Mean Square Error (RMSE) equal to 0.2165, 
between the MG inertia and the ratio of diesel generator to the MG capacity.  

1.3. Frequency Nadir  

Minimum instantaneous frequency, known as frequency nadir, is defined as the first index of interest to deal with 
the penetrated system. The frequency nadir is defined to be 49.2 [Hz] based on the Union for the Coordination of the 
Transmission of Electricity (UCTE) standards [20].  

Any instantaneous change in system frequency, would be represented by the swing equation as [5]:  
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Using (1), the frequency responses of the base and the penetrated systems, for a given fault, are as:  
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The term 2

1
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( )

d f
d f
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

 in (4) describes the sensitivity of frequency deviation for the penetrated system to frequency 

deviation of the base system. Multiplying by the base system frequency change for a given fault, i.e. Δf1, it reflects 
the frequency change of the penetrated system. This means that, (4) could represent the penetrated system frequency 
dynamics based on the base system response for a given fault.  
Here, it should be noted that (4) is derived for the aggregated inertia of all areas. In order to assess frequency 
dynamics in a typical area in an interconnected power system, the interactions between areas as well as load 
dynamics (D) should be accounted in the problem formulation. For this purpose, (1) can be rewritten as [7]:  
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where, Ptie,ij, n, M, D are the tie-line power between areas i and j, number of areas, inertia constant and load damping, 
respectively. One could re-write the deviation of Ptie,ij 

from the pre-fault steady state value, using Taylor expansion, 
as follows 
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Then, ( )i jf f   in (6) could be replaced by the aggregated model of non-coherent generators as represented by (7).  
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Representation of the n-area penetrated system dynamics by (5)-(7), gives 1n  independent equations, with n  
unknown nadirs, as given by (8):   
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In order to solve set (8), the thn   equation would be formulated based on the frequency response of overall system 
center of inertia (COI). For this purpose, the COI for the overall system in response to disturbance/fault would be 
calculated by (5). The result then would be tied to (9) to calculate the thn   equation.  
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1.4. Frequency Change Detection 

Based on the introduced criterion by NERC resource subcommittee, a frequency event is detected if during a 15-
second rolling time window, the frequency deviation exceeds the specific frequency threshold [21]. The frequency 
response in Laplace domain for area i in an interconnected power system would be described by [22]:  
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where, R  is the droop characteristic.  

The rolling manner of this criterion is visualized through explanation of the frequency dynamics as a function of 
time, i.e. t . Generally, for the load disturbance analysis, LiP  is usually considered in the form of a step function, 

i.e. ( ) Li
Li

P
P s

s
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  . Therefore, one could rewrite (10) as follows:  
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Inverse Laplace transformation of (11) gives  
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where, ,a b  are the poles of (11). In order to develop an index in compliance with this criterion, the frequency at the 
end of 15-second rolling window should be employed. For this purpose, at the end of the 15-second rolling window, 
frequency deviation is represented by:  
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Following dividing (13) by (12) and using (4), the frequency deviation during 15-second rolling window for the 

penetrated system can be determined. In this way, the term 1
i

i
D

R
  in (13) may be calculated through utilization of 

steady state frequency deviation. According to (4), one can give:  
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Eq. (14) represents the penetrated system frequency dynamics based on the base system response.  

3. Simulation and Numerical Results 

The capability of the proposed indices is investigated on the IEEE 16-machine test system, i.e. New York/New 
England 68 Bus system [23]. Assessment of the proposed analysis approach in compliance with the frequency nadir 
is done through tripping generator number 13, a large and heavy loaded generating unit located in area 2, without 
any fault. Calculation of frequency nadir related to each area is done through (8). In this way, one could write:   
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312.027.017.043.001.0 54534232  ffffffff                                                                                    (16) 
762.083.007.003.067.0 51412313  ffffffff                                                                                    (17) 
111.083.007.003.067.0 31514142  ffffffff                                                                                    (18)  

 
As stated, the nth equation should be formulated based on the overall system COI. Using (9), one could write:    
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Solving the system of equations (15)-(19) gives rise to the specification of frequency nadir in each area. Table I 
reports error of frequency nadir, and frequency deviation in 15-second rolling window for the proposed method and 
simulation results. Results demonstrate the high efficiency of the proposed method.   

Table 1. Comparison of simulation and analysis results 

Disturbance Nadir error [%] 15-sec error [%]

G13 outage 1.3 0.11 

4. Conclusion 

A mathematical-based approach has been proposed to deal with the frequency response of a penetrated power 
grid. The proposed method relies on the basic power system equations which, in turn, make the formulations 
completely independent of the test case. Development of such case-independent method appropriately overcomes the 
difficulties associated with the system dimensions. Simulation results reveal that the proposed method could 
calculate the penetrated system frequency dynamics with error less than 2%. Several aspects of the analysis of MGs 
on system dynamic behavior deserve further investigation including the effect virtual inertia on frequency stability 
and the effect of MGs penetration level on the rotor and voltage stabilities. 
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