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Abstract—This paper proposes a distributed control scheme
to compensate for droop-induced frequency deviations in au-
tonomous microgrids. In this scheme, no extra direct frequency
control and proportional-integral compensation are employed
to remove the frequency deviations; that is, the deviations
are compensated instantaneously. To reduce the communication
burden, the scheme is then equipped with a need-based (event-
triggered) data exchange strategy. An event-triggering mech-
anism is introduced which, i) highly reduces the amount of
communications in both transient and steady-state stages and
ii) ensures that the intervals between consecutive communication
instants are positive (i.e., the system is Zeno-free). Stability and
equilibrium analyses of the resultant system considering the
whole system dynamics are provided, as well. Effectiveness of the
proposed controller for different cases is verified by simulating a
microgrid in MATLAB/SimPowerSystems software environment.

Index Terms—Droop control, event-triggered control, fre-
quency control, microgrid, secondary control, Zeno behavior.

I. INTRODUCTION

DROOP-CONTROL provides a solution to penetrate mul-
tiple inverter-interfaced distributed generations (DGs)

into the microgrids (MGs), simultaneously. Despite its simple,
cheap, and reliable functionality, this controller deviates the
DGs’ voltages and frequencies from the nominal values [1],
[2]. These deviations can be compensated by shifting the
droop characteristics along the voltage and frequency axes,
via including correction terms in the droop equations [2], [3].

In the MG control hierarchy, secondary control is respon-
sible to determine the correction terms in a centralized or
decentralized or distributed fashion [2], [4]. In the centralized
methods, the DGs information are all gathered in a central
unit, where proper correction terms are computed and sent
back to the DGs. These methods, however, require a complex
communication network between the central control unit and
the DGs; hence, they are not scalable and reliable (since the
central unit exhibits a single point of failure) [4]. On the other
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hand, decentralized and distributed methods are more reliable
and scalable; the former needs no communication, while the
latter requires sparse inter-DG data exchange network. The
decentralized methods may utilize change detection techniques
[5] or distributed low-pass filters [6]. The former does not react
to the load variations instantaneously [5] and the latter acts
properly only for high-load conditions [6]. The third group
contains the distributed secondary controllers that utilize DG-
to-DG data exchange network and that generate the secondary
frequency correction terms locally. In this group however,
because of their scalability and lower costs, the cosensus-
based schemes using neighbor-to-neighbor communications
[7]–[20] are preffered to the other methods with all-to-all
communications [21], [22]. In [7], a secondary controller
based on the average and leader-following consensus algo-
rithms is proposed. In order to improve the performance of
this controller, some finite-time [8]–[10] and adaptive [11]
control techniques have been utilized in the literature. A
distributed cooperative secondary controller, using cost-based
droop control, is proposed in [12]. Reference [13] investigates
the optimal operation of the proposed controller in [12] but
with conventional droop control scheme. In [14], a consensus
and containment-based control is proposed which tries to
share the DGs’ reactive powers proerly while keeping voltages
within an allowable range. In [15], [16], some consensus-based
secondary voltage and frequency controllers are proposed. The
eqilibrium and stability analyses of the frequency and active
power sharing (Hz-Watt) problem in [16] are invenstigated
in [17], [18] while the voltage and reactive power sharing
(Volt-VAr) problem is studied in [19]. A droop-free consensus-
based Volt-VAr controller is proposed in [20] under which,
the conventional voltage droop controller is replaced by a first
order controller.

Most of the existing secondary controllers are conducted
based on continuous communications, e.g., the above men-
tioned works. However, the real communication channels are
not continuous and have limited bandwidths [23]. Hence,
considering the MG as a networked control system, the
communication network among the DGs is a limited and
shared resource; therefore, saving the communications seems
to be mandatory [24]. A solution for efficient usage of digital
communication infrastructures is to use event-triggered control
strategies [25]–[27]. In these strategies, broadly speaking, an
event is detected (i.e., the desired signal is sampled and
transmitted), only if some measurement error violates a pre-
defined threshold. Any event-triggering condition must meet
two system’s requirements; i) stability, and ii) Zeno-freeness
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[26]. Zeno behavior is a phenomenon under which, excessive
triggers (sampling or communication) occur over a finite time
interval. Due to the limited communication and computational
capabilities, no control system can be implemented on a digital
platform in the presence of this behavior [26]. Therefore, the
system should be Zeno-free [25]–[27].

Event-triggered control has been already investigated in
the power systems literature [28]–[33]. Event-triggered load
frequency control of multi-area power systems is proposed in
[28]. The proposed event-triggering mechanism guarantees the
stability of the closed-loop system. In [29], a distributed load
sharing strategy with event-triggered communications is pro-
posed. In this work, only the active power sharing of inverters
is investigated and the DGs’ volatges and frequencies are not
controlled. In [30], a distributed event-triggered reactive power
sharing strategy is presented. In this work, a new consensus-
based control with nonlinear state feedbacks is introduced
which provides accurate reactive power sharing among the
DGs; however, the Hz-Watt problem is not investigated. An
event-triggered voltage, frequency, and load sharing control
is presented in [31]. The utilized event-triggering conditions
have no constant threshold; therefore, over the steady-state
stage when the synchronization is achieved, Zeno behavior
may happen (see Section III of [26] for more details). In [32],
a distributed event-triggered secondary Hz-Watt control for
MGs is proposed. The utilized event-triggered is intrinsically
Zeno-free; however, the number of communications in steady-
state is not reduced significantly. Besides, the controllers in
[31], [32], similar to the ones in [7]–[11], are based on the
feedback linearization technique and defining auxiliary control
inputs. Therefore, the whole MG dynamics including DGs
and electrical network model are not considered. In [33], an
event-triggered voltage, frequency and power sharing control
strategy is provided. The controller design is based on the
P − f /Q− V̇ droop mechanisms proposed in [15].

The secondary correction term is conventionally generated
by proportional-integral (PI) action. For example, all the above
event-triggered and non-event-triggered methods utilize a PI
controller in a centralized or decentralized or distributed man-
ner. However, the control loops after the droop control, have
an integrator per se, converting the frequency to phase angle.
Thus, it seems to be simpler and more instantaneous to use this
property for Hz-Watt control, without the use of a PI controller
in the secondary level. This motivates the study in this paper
to introduce an instantaneous Hz-Watt control scheme, which
benefits from need-based communications between the DGs.

Motivated by the above statements and inspired by the
consensus algorithm in [34], a distributed frequency restora-
tion control for islanded inverter-based MGs is proposed in
this paper. Prominent advantages of the method over the
conventional ones are as follows.

• The average of droop-induced frequency deviations, asso-
ciated with each DG’s neighbors, is utilized as compen-
sation term. Hence, no extra PI controller is required to
generate compensation terms; indeed they are produced
instantaneously by using algebraic operations on the
latest received data from neighboring DGs.
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Fig. 1. Overall model of ith DG in a hierarchically droop-controlled microgrid.

• An event-triggering mechanism is introduced, which em-
ploys a triggering condition with both state-dependent
and constant parts. The mechanism reduces the commu-
nication burden in both transient and steady-state stages
and ensures that the system is stable and Zeno-free.

The rest of this paper is organized as follows. Section II pro-
vides the system modeling. The conventional and the proposed
Hz-Watt control scheme as well as the event-triggered data ex-
change strategy are introduced in Section III, where the design
points are given as well. The effectiveness of the proposed
method, for different case studies, has been validated by sim-
ulating an inverter-based MG in MATLAB/SimPowerSystems
software environment, and the results are included in Sec-
tion IV. Finally, Section V concludes the paper.

II. SYSTEM MODELING

A hierarchically controlled MG consists of three parts
including communication network, hierarchically controlled
DGs, and electrical network. Fig. 1 depicts an overview of
the MG system. Next, each part is mathematically modeled.

A. Communication Layer (Graph Theory)

The communication network among DGs, can be regarded
as a graph with DGs and communication links playing the
roles of its nodes and edges, respectively. Consider the graph
G = (N , E ,A), where, N = {1, ..., n}, E = N×N , and A =
[aij ] ∈ Rn×n (square real matrix) are its node set, edge set,
and adjacency matrix, respectively. If node i and node j can
exchange data, then they are neighbors (adjacents), (i, j) ∈ E ,
and aij > 0; otherwise, they are not neighbors, (i, j) /∈ E , and
aij = 0. Let Ni = {j | (i, j) ∈ E} and di =

∑
j∈Ni

aij be the
neighbor set and in-degree of node i, respectively. Laplacian
matrix of G is L = D − A, where, D = diag{di} (proper
diagonal matrix). A path from node i to node j is a sequence
of pairs, belong to E , expressed as {(i, n1), ..., (nm, j)}. A
graph is connected, if there exists a path between any two
distinct nodes within the graph [35].

B. Droop-Controlled Inverter-Interfaced DG

In autonomous MGs, voltage-controlled inverter-based DGs
are responsible to construct the grid’s voltage waveform. In
order to accomplish control objectives in different levels, these
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grid-forming DGs are preferably controlled in a hierarchical
manner [36]. Zero level comprises the most inner loops,
controlling the inverter’s output voltage and current. For a DG,
• There exist various types of zero-level controllers, not an

unique general type [37], [38].
• The subsystem, comprising zero-level controllers, in-

verter, and LC filter, has a high bandwidth [37], [38].
Therefore, in secondary control studies, generally one can
consider the following model for ith DG [1].

δ̇i = 2πfi, (1a)
τVi V̇i = −Vi + V ∗i , (1b)

where, the frequency fi is converted to the phase angle δi
instantaneously and the voltage Vi tracks its desire V ∗i with
the delay τVi .

Unlike the conventional synchronous generators (SGs),
there is no inherent relationship between inverter’s output
frequency and power. For dominantly inductive (actual or
virtual) MGs, active and reactive powers are mainly influenced
by frequency and voltage, respectively. Accordingly, the droop
control equations, emulating SGs behavior, are [1]

fi = fnom −miP
m
i + Ωi, (2a)

V ∗i = Vnom − niQm
i , (2b)

where, mi = ∆fmax/P
∗
i , ni = ∆Vmax/Q

∗
i are droop

coefficients; ∆fmax and ∆Vmax are the maximum allowable
frequency and voltage deviations; P ∗i and Q∗i are ith DG’s
active and reactive power capacities; Vnom, fnom are nominal
voltage and frequency; Ωi is ith DG’s frequency correction
term to be defined later; Pm

i , Qm
i are the measured active and

reactive powers by using the low-pass filters below.

τLP
i Ṗm

i = −Pm
i + Pi, (3a)

τLP
i Q̇m

i = −Qm
i +Qi, (3b)

where, τLP
i = (2πf ci )−1 is the low-pass filter’s time constant

and f ci is its cutoff frequency; Pi, Qi are active and reactive
powers of ith DG.

C. Microgrid Electrical Network
Following the classical power system studies, it is assumed

that the loads and feeder lines are modeled by constant
impedances (admittances) [39]. Thus, applying the well-known
Kirchhoff’s laws to the resultant admittance network, one
can obtain a set of nonlinear algebraic equations [40]. The
dimension of this set of equations can be reduced to the
number of DGs, by using the Kron reduction method [40],
[41]. Suppose that in the Kron-reduced network, the DGs i and
j are interconnected via the admittance Yij = Gij +jBij ∈ C,
where Gij ∈ R and Bij ∈ R are conductance and susceptance,
respectively. Therefore, one can write ith DG’s output powers
in the power-flow equations format as follows [1], [40].

Pi = GiV
2
i +

∑
j
ViVjGij cos(δi − δj)

+
∑

j
ViVjBij sin(δi − δj), (4a)

Qi = −BiV
2
i −

∑
j
ViVjBij cos(δi − δj)

+
∑

j
ViVjGij sin(δi − δj), (4b)

where, Gi = Gii+
∑

j Gij , Bi = Bii+
∑

j Bij ; Gii ∈ R (resp.
Bii ∈ R) is ith DG’s shunt conductance (resp. susceptance).

Remark 1: Conditions for the stability of the droop-
controlled MGs has been already investigated in the literature
[1], [17], [19]. According to (2a), if Ωi = 0, the droop
control leads to steady-state frequency deviations equal to
miPi = mjPj ,∀i, j, implying proportional load-sharing. The
frequency deviations may hamper the performance of the
system and deviate out from the allowable range [3]; hence,
they should be compensated by using the secondary term Ωi.

III. SECONDARY HZ-WATT CONTROL

A. Conventional Approaches

In the previous works, to compensate for the droop-induced
frequency deviations, a PI-based correction term with the
following general form has been proposed.

Ωi = Kpεi +Ki

∫
εidt, (5)

where, Kp, Ki are proportional, integral gains; εi denotes the
error to be reduced. Thus far, a variety of errors and PI gains
has been proposed (utilized) in the conventional secondary
controllers. Generally speaking, these errors are all considered
to meet two steady-state objectives: i) fi = fnom,∀i, i.e., zero
frequency error, and ii) Ωi = Ωj or miPi = mjPj ,∀i, j, i.e.,
proportional power-sharing. For instance, in [7], [31] the error
in (5) is in a consensus-based form as

εi = gfi [
∑

j
aij(fj − fi) + bi(fnom − fi)]

+gPi
∑

j
aij(mjPj −miPi), (6)

where, gfi , gPi are positive feedback gains; if ith DG can
access fnom, then bi = 1, and bi = 0 otherwise; aij is a
communication link weighting defined in Section II-A. Note
that the controller in [31] is event-triggered; hence in (6) the
sampled signals of fi, fj and miPi, mjPj are employed.

B. Instantaneous Frequency Restoration

The secondary controllers, based on the PI compensation
in (5), introduce an extra state Ωi to each DG’s dynamics.
This state, which is the frequency correction term, requires a
differential equation to be solved. In addition, according to
(1a) and (2a), each DG has an integrator in its frequency
control loop, per se. Therefore, to remove the extra PI-
based compensation in (5) and to benefit from the intrinsical
integrator in (1a), the correction term in (7) is proposed.
This term is inspired by the consensus algorithm in [34] and
denotes the weighted average of neighboring DGs’ frequency
deviations, i.e., mjP

m
j ,∀j ∈ Ni.

Ωi =
1

di

∑
j∈Ni

aijmjP
m
j , (7)

where, aij , Ni, and di 6= 0 are defined in Section II-A.
According to (7), the proposed correction term involves al-
gebraic operations rather than differential operations; thus, it
is computed instantaneously.
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Fig. 2. Schematic diagram of the proposed secondary Hz-Watt controller with
event-triggered data exchange, decribed in Algorithm 1.

C. Event-Triggered Data Exchange

The correction term in (7) requires the ith DG to monitor
the continuous-time signals of its neighbors mjP

m
j to perform

the instantaneous averaging action. This requirement can be
met by conventional periodic signal transmission strategies.
However, in order to achieve a good performance, the contin-
uous controller (7) needs a high bandwidth data network to be
implemented. On the other hand, in the Hz-Watt control task,
all the signal samplings in the periodic strategies may not be
necessary, particularly in steady state when the frequency is
well-regulated and the powers are properly shared. Therefore,
proposing a method which utilizes an aperiodic data exchange
strategy seems to be effective for reducing the communication
burden (the number of information exchanges). To this end,
the event-triggered control strategy provides a good solution,
under which the local signals are sampled and broadcasted at
each DG’s own triggering instants. In this way, the correction
term in (7) can be modified to (8), which is computed based
on the latest sampled information of DGs, i.e., miP̃

m
i ,∀i.

Ωi = Ω̃i − ei, where

{
Ω̃i = 1

di

∑
j∈Ni

aijmjP̃
m
j ,

ei = miP̃
m
i −miP

m
i .

(8)

At any time t, the latest sampled information are{
miP̃

m
i (t) = miP

m
i (tiki

) t ∈ [tiki
, tiki+1),

mjP̃
m
j (t) = mjP

m
j (tjkj

) t ∈ [tjkj
, tjkj+1),

(9)

where, ti0, t
i
1, · · · are triggering instants of ith DG, correspond-

ing to a set of triggering conditions. In other words, each
triggering instant is the time when a condition is satisfied.
In (8), instead of miP

m
i and mjP

m
j , the piece-wise constant

signals in (9) are employed; thus, the triggering condition
should be designed to control the error ei. Accordingly, the
proposed event-triggering condition is

|ei| > σ|Ω̃i −miP̃i|+ γ, (10)

where, σ ≤ 0.5 and γ are non-negative constants. Note that,
once (10) is met, an event is detected; hence, ith DG does
sample the data miP̃i = miPi and broadcasts it to the adjacent
DGs. Moreover, the latest received neighbors’ information
mjP̃j ,∀j ∈ Ni, are all stored in a local data store unit (DSU)
and the correction term Ωi is then computed based on them.
Fig. 2 depicts the schematic diagram of the described method.
Stability, equilibrium, and Zeno-freeness analyses of the MG
under the event-triggered control are presented in Appendix A.

Algorithm 1 The proposed event-triggering algorithm.
initialization: . The first triggering instant ti0

1: Sample miP̃i ← miPi

2: Store the sample in the Data Store Unit
3: Send miP̃i to other DGs
4: Compute Ω̃i, ei, Ωi in (8)
5: while Hz-Watt control is active do
6: Compute ei = miP̃i −miPi

7: Alert the data receiver
8: if (10) holds then . Triggers
9: Do lines 1 to 3 of the algorithm

10: end if
11: for all j ∈ Ni do
12: if new data received then . Data receive
13: Update and store mjP̃j in the Data Store Unit
14: end if
15: end for
16: Do line 4 of the algorithm
17: end while

D. Requirements and Design Guidelines

In what follows, the readers are provided with some re-
quirements and guidelines for designing the proposed Hz-Watt
control in (7) or (8)-(10), based on the upcoming theoretical
analyses in Appendix A.
• Stability: Firstly, the matrix A in (15) must be Hurwitz,

i.e., its eigenvalues have non-positive real parts. This can
be investigated by using Schur-complement determinant
formula. Secondly, the MG must has stable and bounded
voltage dynamics and finite model uncertainties such that
in (15) one has |ϕ| < ϕmax12n. Thirdly, the parameter
σ must be selected as σ < 0.5.

• Desired equilibrium: The communication network graph
must be connected.

• Zeno-freeness: According to (25), γ 6= 0 results in
nonzero inter-event time intervals.

• Parameter selection: According to (25), to increase the
interval between consecutive communication instants the
parameters σ < 0.5 & γ should be selected as large
as possible. On the other hand, from (22) one can see
that the parameter γ determines the steady-state Hz-Watt
control accuracy. Taking the mentioned trade off into
account and considering 2γ as the maximum steady-state
frequency variation, one should select proper γ.

IV. CASE STUDIES

A 220-V, 50-Hz MG, consisting of four DGs, is simulated
in MATLAB/SimPowerSystems software environment. Each
DG feeds a local bus through a feeder line. The local buses
are all connected to a common bus (load) via their respective
lines. Fig. 3 indicates the single-line diagram of the test MG,
where its electrical, control, and communication specification
are given, as well. Any transmission line is modeled by a
lumped RL impedance. Each 3-phase load is considered as a
series RL branch. Note that cutoff frequencies of the power
measurement low-pass filters are 5-Hz.
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Fig. 3. The test microgrid system and its specifications. The communication
links are depicted by dashed lines.

Remark 2: Herein, the inverters and their inner control loops
are modeled as (1) for theoretical analyses and controller de-
sign. However, the structure of DGs including inverters, PWM
mechanisms, LC filters, inner current & voltage controllers,
etc. are simulated in detail, in MATLAB/SimPowerSystems
environment. The information on the design of this structure
and different zero-level controllers are provided in [37].

A. Performance Assessment

Fig. 4 indicates the performance of the proposed controller.
The adjacency matrix, of the utilized communication network
and the parameters required in (7)-(8) are as follows.

[aij ] =


0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

 ,
{
σ = 0.49,

γ = 0.0005.

According to Fig. 4(a)-(b), prior to t = 2s the MG is
engaged with droop-control; thus, the DGs’ active powers are
shared properly but their frequencies are deviated from the
nominal value. After the controller’s activation at t = 2s, the
frequencies are restored to 50-Hz without disturbing the droop-
induced power sharing. At t = 4s, load 5 becomes 1.5 times
greater and it is restored back to the initial value at t = 7s.
At t = 7s, load 1 gets disconnected and gets connected at
t = 10s. It is shown that, after these load changes, DGs’
frequencies are restored to the nominal value, while the active
powers are shared properly i.e., miPi = mjPj ,∀i, j. The sec-
ond load change at t = 7s happens when the communication
link between DGs 1 & 2 is interrupted. This underlines the
resiliency of the proposed method to link failures.

Fig. 4(c) indicates the event (communication) instants as-
sociated with DGs. At t = 2s, the controller is activated and
all the DGs, exchange their frequency deviations i.e., miPis
with their neighbors; hence, the frequency is restored to 50-
Hz. This frequency restoration does not affect active power
sharing significantly such that the threshold in (10) is not

violated and no more communication is needed. It is shown
that most of the data exchanges occur during the transient
stages (e.g., load changes), not over the steady-state stages.
Thus, many redundant communications are avoided through
the proposed need-based communication strategy. Moreover,
it is obvious that the time interval between consecutive event
times is positive; i.e., the Zeno behavior does not happen.

B. Plug-and-Play Capability Verification

All the requirements (matrix and parameters) are similar
to those used in the former subsection. Fig. 5 indicates the
performance of the controller for 3rd DG’s PnP functionality.
At t = 13s, the circuit breaker (CB) is intentionally opened,
3rd DG becomes disconnected, and its corresponding com-
munication links are all interrupted. At t = 16s, the CB is
closed again, the DG returns to the MG, and its communication
links are all recovered. It is shown that once 3rd DG leaves
the MG, i) other DGs increase their supplied active powers
proportional to their rated capacities and try to maintain their
frequencies at 50-Hz, and ii) 3rd DG does not communicate
anymore, while other DGs communicate more frequently until
the frequency regulation and active power sharing is achieved.
In addition, it is shown that once 3rd DG joins the MG again,
i) immediately participates in frequency/active power control,
and ii) like other DGs, increases its communications until the
control goal is achieved again.

C. Assessment of the Communication Delays Effects

In this subsection, the impacts of communication delays
on the system’s performance is investigated. The required
adjacency matrix and parameteres are same as the ones used
in the former cases. The communication delays in practical
communication infrastructures are in the order of tens of
milliseconds [31]. However, performance of the proposed
controller in the presence of the delays of 0.2s and 0.35s is
depicted in Fig. 6. Prior to t = 4s, load 5 is 160kW+j70kVAr.
At t = 4s and t = 7s, load 5 experiences decrease and
increase of 80kW+j35kVAr, respectively. At t = 11s, 3rd DG
leaves the MG and returns back to the MG at t = 15s. It is
shown that the communication delays deteriorate the transient
performance of the system and result in bounded oscillations
in the frequencies and supplied active powers. However, fis
and miPis can achieve steady-state agreement, even in the
presence of the communication delays of 0.2s and 0.35s.

D. Evaluation of the Impacts of γ on the System Performance

Herein, the scenario in SectionIV-A is re-simulated with
different values of γ. Fig. 7 illustrates the DGs’ frequency
responses over t ∈ [4s, 7s], i.e., after increase of load 5 at
t = 4s. One can see that the frequencies have some variations
around 50-Hz with the maximum error of the given 2γ. This
finding coincides with the equilibrium analyses in Appendix A.
That is, the more γ, the less accurate frequency regulation.

Although reducing γ leads to more accurate frequency
regulation, it may result in lower inter-event time intervals
and hence a huge number of communications, in particular
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Fig. 4. Performance of the proposed controller after activation, load disturbances, and link failure; (a) frequencies, (b) miPis, and (c) communication instants.
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Fig. 5. Plug-and-play performance of 3rd DG; (a) frequencies, (b) miPis,
and (c) communication instants.

in steady state. To investigate this trade off, the number of
communications executed by each DG for the three cases in
Fig. 7 are recorded and the results are given in Fig. 8. Note
that these communications only are those executed during
t ∈ [4s, 7s] in Fig. 7. According to Fig. 8, utilizing a γ 6= 0
reduces the communication burden, significantly. All these
findings validate the parameter selection in Section III-D.

E. Comparison with Conventional Approaches

In this subsection, regarding the contributions of this paper
the proposed method is compared with the conventional ones
in two aspects. First, the scenario in Section IV-A is re-
simulated with both the continuous-time correction terms (5)
and (7). To make a fair comparison, similar to the work in this
paper, it is assumed that all the DGs can access fnom directly;

hence, the the controller described by (5)-(6) (utilized in [7],
[31]) is modified and employed as

Ωi =

∫
gfi (fnom − fi) + gPi

∑
j

aij(mjPj −miPi)dt,(11)

where, gfi = 10, gPi = 5 and the same communication network
is used. The simulation results associated with 3rd DG under
the methods are given in Fig. 9. According to Fig. 9(b), both
methods lead to almost similar power responses i.e., m3P3.
However, from Fig. 9(a) one can see that the proposed method
compensates for the frequency deviation instantaneously.

On top of the foregoing comparison, the proposed event-
triggered Hz-Watt control is compared with its time-triggered
version and the one in [31], in terms of their communication
pattern & burden. To this end, the controller (11) is augmented
with the event-triggering mechanism proposed in [31]. In
addition, the proposed controller in (7) is implemented via
a periodic data transmission strategy with the communication
frequency of 25-Hz. The scenario in Section IV-A is repeated
with the above described approaches, and the communication
instants of 3rd DG & the number of communications of all the
DGs are summarized in Fig. 10 & Fig. 11, respectively.

According to Fig. 10, compared to the other methods
most of the communications under the proposed method are
executed during transient stages and the steady-state data ex-
changes are highly reduced. This underlines that the proposed
communication strategy is need-based. To know how much
this need-based strategy reduces the communication burden,
the number of communications over a period of time should be
considered. Fig. 11 depicts the DGs’ number of communica-
tions for different approaches over t ∈ [4s, 12s]. Accordingly,
the proposed method needs dramatically less communications
than the method in [31]; even less than the number of com-
munications under the periodic strategy. The average number
of communications under the proposed method for DGs 1 to
4 are 5.88, 13.6, 11, and 10.25, respectively (obtained via
dividing the communication numbers by the time duration
i.e., 12s − 4s = 8s). Looking at Fig. 10, one can see that
these averages for time intervals containing longer steady-state
duration will be smaller.
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Fig. 6. Impacts of communication delays on the performance of the proposed control scheme; (a)-(b) delays of 0.2s and (c)-(d) delays of 0.35s.
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V. CONCLUSION

In this paper, the problem of frequency regulation and
proportional active power sharing for islaned inverter-based
MGs is solved, simultaneously. In this way, the average of
frequency deviations associated with the neighboring DGs is
added to each DG’s Hz-Watt droop characteristic as an alge-
braic correction term. Advantages of the method are twofold;
i) no PI compensation is used to generate the correction terms,
and ii) the data exchange strategy is need-based. The design
points are given and the system’s stability, equilibrium, and
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Fig. 9. Performance of 3rd DG under the proposed controller in comparsion
with the PI-based method; (a) frequency f3 and (b) m3P3.

Zeno-freeness analyses are investigated. Effectiveness of the
proposed controller is validated by simulating a test MG for
different case studies. Under the presented method the Hz-
Watt control task can be achieved, even after experiencing
significant load changes, communication time delays and link
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failure, and DG’s disconnection/connection. Furthermore, the
advantages of the proposed method over the conventional
approaches are highlighted in a comparative study.

APPENDIX A

In order to analyze the Hz-Watt stability, the state model of
the whole MG is required. One can write (1)-(3), and (8) in
the following compact form.

δ̇ = −2πD−1L(mP̃m) + 2πfnom1n

= −2πD−1L(mPm)− 2πD−1Le + 2πfnom1n,(12a)
Ṗm = −τ−1LPPm + τ−1LPP, (12b)

V̇ = −τ−1V V − τ−1V nQm + Vnomτ
−1
V 1n, (12c)

Q̇m = −τ−1LPQm + τ−1LPQ, (12d)

where, e = mP̃m−mPm; ∀i 1n = col{1}, δ = col{δi}, V =
col{Vi}, Pm = col{Pm

i }, P̃m = col{P̃m
i }, Qm = col{Qm

i },
P = col{Pi}, and Q = col{Qi} are state column vectors;
τV = diag{τVi }, τLP = diag{τLP

i }, m = diag{mi} and
n = diag{ni} are proper diagonal matrices.

Stability analysis: The MG model in (4) can be written as

P = FP (δ,V), (13a)
Q = FQ(δ,V), (13b)

where, FP , FQ : Rn×n → Rn are some nonlinear functions.
In order to keep the system stability and to avoid some

power quality issues, in comparison with the distribution
system standards (e.g., IEEE 1547), the MGs bus voltage drifts
should be smaller [14]. To this end, in practice the voltages are
contained in a reasonable range around the nominal value, by
using proper droop coefficients ni = ∆Vmax/Q

∗
i or a voltage

controller [14], or by saturating the voltages [20]. Therefore,
without the loss of generality, by replacing the voltages in

(4a) with nominal voltage and considering small voltage angle
differences one can write

P = V 2
nLBδ + V 2

n (2Gi −Gii)︸ ︷︷ ︸
PV

+ϕm, (14)

where, the model uncertainties as well as the effects of voltage
variations on the Hz-Watt dynamics are represented by ϕm as
a disturbance vector; Gi = col{Gi} and Gii = col{Gii} are
the vectors of conductances; PV denotes a constant voltage-
dependent active power demand (say nominal demand) [40];
LB denotes the Laplacian matrix of the MG electric network
with B = [Bij ] ∈ Rn being its associated adjacency matrix
(see Section II-A for more info). From (12) and (14) one has
the following state model with the state vector x = [δT ,PT

m]T .

ẋ = Ax + u, where u = ϕ+

[
−2πD−1Le

0n

]
, (15)

ϕ =

[
2πfnom1n

τ−1LP (PV +ϕm)

]
,A =

[
0n −2πD−1Lm

V 2
n τ
−1
LPLB −τ−1LP

]
;

0n is a vector of zeros; ϕ is considered as a disturbance
vector. Under the triggering condition (9) one always has
|ei| ≤ σ|Ω̃i −miP̃i|+ γ and hence

|e| ≤ σ|D−1L(mPm + e)|+ γ1n, (16)

where, |·| denotes the entry-wise absolute value matrix/vector;
i.e., |M| = [|mij |],∀M = [mij ]. According to the well-known
triangle inequality, one can bound (16) as

|e| ≤ σ|D−1Lm||Pm|+ σ|D−1L||e|+ γ1n. (17)

Let’s define the matrix M = In − σ|D−1L| with In being
proper identity matrix. Since L = D−A, one has |D−1L| =
In+D−1A; hence M = (1−σ)In−σD−1A. According to the
Geršgorian discs theorem [42], if σ < 1

2 , then the eigenvalues
of M all have strictly positive real parts. Hence, from Theorem
5.1.4 in [43] M is invertible and one can write (17) as

|e| ≤ N1|Pm|+ N2, where

{
N1 = σM−1|D−1Lm|,
N2 = γM−11n.

(18)

According to (15), (18), and the well-known triangle inequal-
ity, if ϕ < ϕmax12n one then has

|u| < |T1||x|+ |T2|, where |x| =
[
|δ|
|Pm|

]
, (19)

T1 =

[
0n 2π|D−1L|N1

0n 0n

]
,

T2 =

[
ϕmax1n + 2π|D−1L|N2

ϕmax1n

]
.

The system (15) and the inequality (19) correspond to Eq. (28)
and the inequality (29) in [44], respectively. Therefore, if
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the matrix A is Hurwitz, then the bounded stability analysis
follows the results of Theorem 2 in [44]; i.e., the solutions
of the system (15) are ultimately uniformly bounded (UUB).
The notion of UUB-ness as well as the systematic approach
for calculating the states’ bounds is available in [44].

According to the performed analysis, the system stability
ows to the boundedness of the vector ϕ, i.e., |ϕ| < ϕmax12n,
and positivity of the real parts of eigenvalues of the matrix A.
The former is guaranteed, if the microgrid’s voltage controller
is stable, the voltages are well-regulated around the nominal
voltage, and the MG system has finite model uncertainties.
The latter, can be investigated by using the Schur-complement
determinant formula, similar to the work done in Section V-A
of [16] for secondary voltage control. �

Equilibrium analysis: Frequency is a global valid entity
across the MG being similar for all the DGs in steady state,
i.e., δ̇i = 2πfMG. Moreover, in steady state one has Pm

i = Pi;
hence, from (12a)-(12b) one can write

(fMG − fnom)1n + D−1L(mP̃m) = 0n. (20)

Equation (20) corresponds to the Eq. (8) in [18]. If the
communication graph between the DGs is connected, then the
convergence (equilibrium) point analysis follows the results of
Theorem 2 in [18], i.e., fi = fnom & miP̃i = mjP̃j ,∀i, j.
On the other hand, according to (8) one can write

|miP
m
i −

1

di

∑
j∈Ni

aijmjP
m
j | ≤ |ei|+

1

di

∑
j∈Ni

aij |ej |

+|Ω̃i −miP̃i|. (21)

In steady state ∀i, j one can write miP̃i = mjP̃j , Pm
i = Pi,

and |ei| ≤ σ|Ω̃i−miP̃i|+ γ; hence, from (8) & (21) one has

|miPi −
1

di

∑
j∈Ni

aijmjPj | ≤ 2γ. (22)

The last inequality indicates that each DG’s data miPi differs
from the average of its neighbors’ data with a maximum error
of 2γ. In other words, under the proposed event-triggered
controller the DGs’ active powers are shared properly but with
a controllable steady-state error. In addition, according to (2a)
& (8) the above error can be translated into the steady-state
frequency regulation error with the maximum value of 2γ. �

Remark 3: The above stability and equilibrium analyses are
associated with the event-triggered controller in (8). However,
to investigate the stability of the system under the continuous-
time controller in (7) one can easily set e = 0n in (12a) and
then follow the same procedure.

Zeno-freeness analysis: Consider the function yi = |ei| =
|miP̃

m
i −miP

m
i | over the time interval [tiki

, tiki+1), when it
is continuous. Differentiating yi and using (3a) & (9) one has

ẏi = ±ėi ≤ |ėi| ≤ mi|Ṗm
i | ≤ (mi/τ

LP
i )|Pi − Pm

i |. (23)

If over the interval [tiki
, tiki+1) one has |Pi−Pm

i | ≤ αi
ki

, then
considering the initial value yi(tiki) = 0 one has

yi ≤ (miα
i
ki
/τLP

i )(t− tiki
), t ≥ tiki

, (24)

From (10) the next event time, i.e., tiki+1 is when yi > σ|Ω̃i−
miP̃i|+γ; hence, from (24) at that moment one definitely has

tiki+1 − tiki
>
τLP
i (σ|Ω̃i −miP̃i|+ γ)

miαi
ki

, (25)

which underlines that the system is Zeno-free. Furthermore,
from (25) one can see that the more the parameters σ, γ, and
τLP
i , the greater the inter-event time-intervals, and the lower

number of communications. �
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