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Abstract—In this paper, a set of autonomous AC Microgrids
interconnected by back-to-back converters is taken into account,
where they are supplied fully using voltage source converter-
based distributed energy resources. A comprehensive and gen-
eralized small-signal model of the interconnected autonomous
microgrids as a large-scale system is proposed using the inter-
connection method. The modeling is based on detailed module
models to show the impact of each module on the dynamic
modes, especially the dominant critical modes. It is generalized
and scalable due to separate modeling of modules as well as
using unlimited and expandable interconnecting. The proposed
interconnection method deals with all electrical and control
connections between individual modules including feed-back,
feed-forward, augmentation, and the order of module inputs
and outputs. The model is validated employing Prony analysis
method and using output results of an OPAL-RT real-time
simulator. Using the proposed modeling method, the small-signal
stability analysis and controller design can be realized simply for
interconnected microgrids with any number of microgrids and
different structures. Typically for two interconnected microgrids,
all dynamic modes and participant state variables in different
frequency ranges are identified using the eigenvalue analysis and
participation matrix in MATLAB.

Index Terms—Back-to-back converters, eigenvalue analysis,
interconnected AC microgrids, small-signal modeling, state space
representation.

I. INTRODUCTION

INDIVIDUAL Microgrids (MGs) are independent units of
modern power grids, which integrate distributed energy

resources (DERs) and localize the production and consumption
of electricity. Each MG consists of a group of DERs, storage
systems, loads, as well as protection and control devices
that can be operated in both grid-connected and autonomous
modes. MGs improve the stability, reliability, economic op-
timality and resiliency in comparison with individual DERs
and provide auxiliary services for conventional distribution
systems [1]–[3]. Although, the need for improving security,
reliability, sustainability, flexibility and DER penetration level
of individual MGs leads to the solution of networking [3].
If interconnected microgrids (IMGs) are operated stable and
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optimal, they can give many advantages to local consumers
and distribution systems.

IMGs can be constructed in various structures. AC/DC
MGs, AC/DC interlinking lines (ILs), interlinking devices,
type of interconnecting and control, as well as communication
methods lead to different IMG structures [4]. Fully DC IMGs
interconnected by DC ILs [5], [6], fully AC IMGs intercon-
nected through AC ILs [7]–[12], and mixed DC and AC IMGs
interconnected through DC/AC ILs and DC-AC converters
[13] are presented in the literature. AC MGs are more taken
into account due to their challenges in voltage and frequency
controls, both active and reactive power exchanges and the
correspondence with the present AC distribution networks,
which can be clustered into AC IMGs and form a new
operating IMG mode.

In order to interconnect AC MGs, back-to-back converters
(BTBCs), circuit breakers (CBs) and static switches can be
used as interlinking devices. CBs and instantaneous static
switches are used as interlinking devices in [7], [8], [10],
[12], [14]–[16] that can only network AC MGs with the same
nominal voltages and frequencies. In such IMGs (named by
CB-IMGs) a synchronizing algorithm is required to inter-
connect MGs. Power exchange/sharing can be controlled by
changing droop coefficients of primary controllers [7], adding
a signal to secondary controllers [12], [15] or employing
hierarchical control [14]. More flexible power exchange can
be achieved by networking AC MGs using BTBCs [9], [11],
[17]–[19]. Moreover, independently control of frequency and
voltage of each MG [18], [20], power quality improvement
by reactive/harmonic power interchange control [19], and
integration of multiple AC MGs with different nominal volt-
ages/frequencies [17], [18] can be addressed for IMGs via
BTBCs (called BTBC-IMGs). In addition, several applications
of BTBCs for bidirectional power flow between MGs and the
utility grid are reported [21], [22].

Small-signal modeling is a well-known method to under-
stand the behaviour of systems around an equilibrium point.
It is engaged for autonomous MGs performance and stability
analysis as well as controller design [23]–[28]. In the case of
IMGs, the presented small-signal models are generally an ex-
pansion of [23]. A special configuration of MGs is considered
in [9], which any MG has a STATCOM to be coordinated
with power exchanging BTBC. Then, an eigenvalue analysis
and a robust distributed controller design are done based
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on the small-signal model, while BTBC modeling has not
been addressed. Another modeling of BTBC-IMGs refers to
multiple MGs connected to an ideal main grid, where a lower
challenging structure of IMGs is concerned with respect to the
grid-isolated IMGs [21]. A detailed small-signal modeling is
developed for CB-IMGs and is simplified using a truncation
order reduction model [10]. Another detailed model for fully
PV-based CB-IMGs is obtained in order to find oscillating
modes and increase their damping [15]. An aggregation-based
simplified model is presented recently, which finds a reduced-
order model for CB-IMGs in low-frequency and medium-
frequency dynamics [29]. More CB-IMGs are analyzed in
order to define suitable range of electrical and control pa-
rameters such as interlinking line length and droop gains [10],
[15], [16], [30], as well as to analyze power exchange control
performance [12], [14], [31].

This paper develops an easily generalized small-signal mod-
eling method for BTBC-IMGs in the absence of a stiff main
grid. Distinctive features of this paper can be listed as follows.

• Unlike all existing modeling methods for IMGs, a de-
tailed comprehensive method is proposed, which is sim-
ply generalized for any number of MGs and interlinks by
applying the interconnection method.

• In the proposed interconnection method, each module
is modeled separately by a state space representation,
then its connections with other modules are considered
in the input and output. Interconnection process will be
completed without any analytical calculation and merely
using valuable functions of Robust Control Toolbox
(RCT) in MATLAB, which strongly decreases calculation
burden/error.

• Opposed to the existing method in [14], [15], which needs
many substitutions to obtain interconnections between
modules, the proposed interconnection method is much
simpler in calculation due to computing all electrical and
control connections between individual modules employ-
ing RCT functions. Therefore, the overall IMG modeling
is facilitated even for large ones.

• In the proposed modeling method for IMGs, the BTBCs
are included as interlinking devices, which are not taken
into account in the literature [9], [10], [12], [14]–[16],
[31].

• Similar to some validation methods for power systems
[32], [33]. the proposed interconnection method is val-
idated using Prony method, which compares each state
variable with its waveform simulated in OPAL-RT real-
time simulator.

• Impact of the most effective state variables and corre-
sponding parameters on the dominant modes of IMGs
are recognized, which will show a remarkable effect of
BTBCs on the IMG stability.

The rest of this paper is organized as follows. An overview
of the control structure and requirements is addressed in
Section II. Section III presents a comprehensive modeling
method for BTBC-IMGs, including modeling of individual
MGs, ILs, BTBCs and their interconnection. In Section IV,
the proposed method is validated using Prony analysis and
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Fig. 1. AC interconnected microgrids using back-to-back converters, DC
and AC interlinking lines for physical interconnection and the four-level
hierarchical control for control interconnection.

OPAL-RT real-time simulator. Eigenvalue analysis results are
reported in Section V. Finally, the conclusion is given in
Section VI.

II. CONTROL STRUCTURE AND REQUIREMENTS

Fig. 1 shows a general structure of AC IMGs, including
autonomous MGs, AC and DC ILs, and BTBCs as the main
components. The MGs may have different structures with any
number of DERs, loads and lines, which are interconnected
using BTBCs, and AC/DC ILs.

A four-level hierarchical control presented in [1] is consid-
ered here to take the control responsibility of MGs in both
individual and interconnected operating modes. The primary
control level (PCL) comprises decentralized droop controllers
implemented for each DER cascading with inner voltage and
current controllers. The vital objectives of voltage/frequency
stability, active/reactive power sharing and current limiting
are fulfilled in the PCL. The secondary control level (SCL)
is mainly responsible for voltage/frequency restoration and
power sharing improvement. However, some ancillary objec-
tives such as power quality improvement may be done in
the SCL. The most common architectures for the SCL are
centralized and distributed types, where communication links
are used to share the data among DERs. The central control
level (CCL) provides the supervisory MG capabilities, e.g. grid
connecting and load shedding. The high-level energy/power
management is done in the global control level (GCL). The
optimal power flow among IMGs or among individual MGs
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and the main grid is accomplished in the GCL by communi-
cating the production and consumption data of all participants.

In this paper, the PCL is applied to each DER, which is only
active MG control loop during a small-signal disturbance. In
fact, The SCL is considered to act after the primary control
[28], [34], when the dynamics of the disturbance and the PCL
are finished. Therefore, the SCL dynamics are not considered.
Moreover, since the CCL functions, e.g. emergency control
are not interested to be studied here except the coordination
control, they are not included. Nevertheless, the impact of SCL
and CCL dynamics on the IMG stability can be studied in
future works. In the IMG operating mode, the GCL role can
be divided into two parts: 1) an optimization process based on
the communicated data and 2) sending set-points to control
units including the CCLs and BTBCs as shown in Fig. 1. The
first duty is out of the paper studies while the second one is
considered to be well established. It is due to the fact that the
GCL time-scale (minutes to an hour) and the CCL time-scale
(a few minutes) in sending set-points are separated from the
desired dynamics (seconds or fraction of a second). In other
words, the CCL and BTBC set-points sent by the GCL and
the set-points sent from the CCL to the downstream controllers
are permanent during small-signal disturbances.

It is noteworthy to mention that the coordination among
all IMGs and BTBCs is according to the GCL set-points. Let
us assume that a power shortage is reported to the GCL by
MGi in a specific time span. The amount of power flow to
MGi, the number of involved BTBCs and MGs as well as
MG commitment are determined by the optimal power flow
management in the GCL. Hence, the GCL set-points sent to
all control units result in a coordinated operation for IMGs.
Communicating the data in all levels is considered ideal, i.e.
without dynamics.

Note that the grid-connected mode is not considered in
this paper in order to focus on the stability analysis of the
weak MGs interconnected by BTBCs. In addition, the IMG
operating mode can be a new flexible mode, which needs to be
studied in terms of stability, control, reliability and resiliency.

III. SMALL-SIGNAL MODELING OF INTERCONNECTED
MICROGRIDS

A. Interconnection method for Interconnected Microgrids

The schematic of AC IMGs in a general form is shown in
Fig. 1.In order to have a comprehensive and easily generalized
model of IMGs, similar modules are modeled in the same
format. Then, the modeling process is divided into two main
steps: 1) modeling of each module separately and 2) intercon-
necting all the modules using the interconnection method.

Fig. 2 shows the modeling process including both steps.
The main modules consists of islanded AC MGs, AC ILs
and BTBCs. DC ILs are modeled as a part of BTBCs. Once
all M modules are modeled separately in the first step, the
interconnection method is applied to interconnect them in
the second step. Note that Fig. 2 is also a guideline for the
presented interconnection method in Section III.

In the interconnection method, each module i.e. an MG,
a BTBC or an AC IL is represented individually by a state
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Fig. 2. Process of the proposed interconnection modeling method including
two generic steps: modeling of each module separately and interconnecting
all modules.

space model. The connections with other modules as shown
in Fig. 1 typically for MGi, MGj , ILij , ILji and BTBCij
are considered in the model input/output. Interconnection
process can be completed without more analytical calculation
and only using RCT functions in MATLAB, which strongly
reduces calculation burden/error. The RCT functions facilitate
interconnecting a lot of sub-systems in order to model large-
scale systems, e.g. IMGs.

In the case of IMGs modeling by the interconnection
method 1) any number of separated modeled modules are
transformed to system matrix form using pck function and are
considered as sub-systems using systemnames function, 2) all
inputs to the modules are specified using input to function,
3) the desired inputs and outputs for the overall model of
IMGs are specified by inputvar and outputvar functions, 4)
the overall model of IMGs is calculated by sysic function,
and finally 5) it is transformed to state space representation by
unpck function to be used in eigenvalue analysis. The details
of the RCT functions in the general process of interconnecting
the sub-systems are presented in [35].

Thus, modeling of any number of AC IMGs with different
structures can be realized only by interconnecting the modules,
i.e. MGs, BTBCs and AC ILs using the proposed interconnec-
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Fig. 3. A typical autonomous AC microgrid: (a) power part modules including
voltage source converters, RLC filters, coupling lines and an integrated load,
(b) primary control modules including power, voltage and current controllers.

tion method. Moreover, the interconnection method is used
within modeling of each main module to further facilitate
overall IMG modeling.

B. Modeling of Autonomous Microgrids

In this paper, a uniform structure is considered for islanded
MGs due to the ease of MG formulation expression and to
focus on the IMG modeling. As shown in Fig. 3(a), the
structure contains the basic elements of AC MGs, including
DERs, RLC filters and lines. All DERs are assumed as ideal
averaging modeled voltage source converters (VSCs) and a
droop-based primary control is considered to share power
among them as shown in Fig. 3(b).

1) DER Power Part: According to Fig. 3(a) and using
circuit laws, Park transformation, and Taylor series-based
linearization, the governing dynamic on the DERm power
part, including the ideal voltage source and the RLC filter

are modeled as follows:

∆i̇mld =− (Rfm/Lfm)∆imld + ω0∆imlq − (1/Lfm)∆vmod

+ (1/Lfm)∆Emd + imlq0∆ωm,

∆i̇mlq =− ω0∆imld − (Rfm/Lfm)∆imlq − (1/Lfm)∆vmoq

+ (1/Lfm)∆Emq − imld0∆ωm,

∆v̇mod =(1/Cfm)imld + ω0∆vmoq − (1/Cfm)∆imod + vmoq0∆ωm,

∆v̇moq =(1/Cfm)imlq − ω0∆vmoq − (1/Cfm)∆imoq − vmod0∆ωm,
(1)

where Emd and Emq are the dq-components of Em, 0 indicates
a variable value at the equilibrium point and other parameters
and variables are specified in Fig. 3. A state space represen-
tation of (1) can be given as follows:

Ẋm
DP = AmDPX

m
DP +BmDPU

m
DP +BmPNU

m
PN ,

Y mDP = CmDPX
m
DP +Dm

DPU
m
DP +Dm

PNU
m
PN , (2)

where Xm
DP = [∆imldq ∆vmodq]

T , the control input UmDP =

[∆Emdq ∆ωm]T , the disturbance input UmPN = ∆imodq, B
m
PN =

[02 − (1/Cmf )I2]T , CmDP = I4, D
m
DP = 04×3, D

m
PN = 04×2

AmDP =


−Rmf /Lmf ω0 −1/Lmf 0

−ω0 −Rmf /Lmf 0 −1/Lmf
1/Cmf 0 0 ω0

0 1/Cmf −ω0 0

 ,

BmDP =


1/Lmf 0 imlq0

0 1/Lmf −imld0
0 0 vmoq0
0 0 −vmod0

 .
2) Power Network: Although any type of MG power net-

work can be considered, here a common one, including linking
lines from DERs to the point of common coupling (PCC) is
assumed (see Fig. 3(a)). The dynamic model of the m’th line
of the power network is expressed as follows:

∆i̇mod =− (Rmli /L
m
li )∆imod + ω0∆imoq + (1/Lmli )∆vmod

− (1/Lmli )∆vmpcc,d + imoq0∆ωncom,

∆i̇moq =− ω0∆imod − (Rmli /L
m
li )∆imoq + (1/Lmli )∆vmoq

− (1/Lmli )∆vmpcc,q − imod0∆ωncom, (3)

where ∆ωncom is the perturbed frequency form of the MGn’s
common reference frame (CRF), which is explained in Section
III-B7. Equation (3) is represented in a state space form as:

Ẋm
PL = AmPLX

m
PL +BmLDU

m
LD +BmLPU

m
LP +BmLωU

m
Lω,

Y mPL = CmPLX
m
PL, (4)

where, Xm
PL = Y mPL = ∆imodq, U

m
LP = ∆vmpcc,dq, U

m
LD =

Y mDP , U
m
Lω = ∆ωncom, and matrices can be found using (3).

3) MG Load: In this paper, an integrated series RL load
is assumed for each MG. Hence, the relationships for the
MGn load dynamic in dq frame are similar to (3) and can
be represented as a state space model:

Ẋn
ML = AnMLX

n
ML +BnMLCU

n
MLC +BnMLPU

n
MLP ,

Y nML = CnMLX
n
ML, (5)
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where Xn
ML = Y nML = ∆inlo,dq, U

n
MLC = ∆ωncom, U

n
MLP =

∆vnpcc,dq , and all matrices can be easily calculated.
Note that in the case of more loads and different power

networks, (4) and (5) should be found for all lines and
loads. Then, their connections can be realized by the method
proposed in Section III-B8.

4) Power Controller: As shown in Fig. 3(b), the power
controller of each DER consists of a power calculator, two
LPFs, and ω−P and Vd−Q droop characteristics. The droop
characteristics are proportional controllers. Therefore, in order
to find the small-signal model of the power controller, it is
sufficient to consider the dynamics of LPFs and the integrator
of the local voltage phase (θm) producer. According to the
reason presented in Section III-B7, the angle difference of the
DERm’s reference frame from the CRF (δm) is considered as
a state variable instead of the θm that is calculated as follows:

δm = θm − θncom =

∫
(ωm − ωncom)dt, (6)

where ωm is the DERm frequency and θncom is the voltage
phase of the DER1, which the MGn’s CRF is based on it.
Consequently, a state space representation is deduced as:

Ẋm
PC = AmPCX

m
PC +BmPCU

m
PC +Bmcom∆ωncom,

Y mPC = CmPCX
m
PC , (7)

where Xm
PC = [∆δm ∆Pm ∆Qm]T , UmPC =

[Y mDP Y mPL]T , Y mPC = [∆ωm ∆vmdq,ref ∆δm]T , BmPC =
[BmPDP BmPPL] and

Am
PC =

 0 −mm
p 0

0 −ωc 0
0 0 −ωc

 , Bm
PPL =

 0 0
ωcv

m
od0 ωcv

m
oq0

−ωcv
m
oq0 ωcv

m
od0

 ,
Bm

PDP =

 0 0 0 0
0 0 ωci

m
od0 ωci

m
oq0

0 0 ωci
m
oq0 −ωci

m
od0

 ,
Cm

PC =

 0 −mm
p 0

0 0 −nm
q

0 0 0
1 0 0

 , Bm
com =

[
−1 0 0

]T
.

5) Voltage Controller: Any DER in an autonomous MG
has a voltage controller in order to regulate its output voltage.
The d-component reference is received from the Vd−Q droop
characteristic and the q-component reference is set to zero.
Therefore, by considering a PI controller, as shown in Fig.
3(b), and considering the output of the integrators as the state
variables (Xm

VC), a state space representation can be given as:

Ẋm
VC = AmVCX

m
VC +BmVCU

m
VC ,

Y mVC = CmVCX
m
VC +Dm

VCU
m
VC , (8)

where UmVC = [Y mDP Y mPC ]T , Y mVC = irefldq , A
m
CC = 02, C

m
VC =

I2, B
m
VC = [BmVDP BmV PC ], Dm

VC = [Dm
VDP Dm

V PC ]. The
sub-matrices are as BmVDP = [02 − KivI2], BmV PC =
[02×1 KivI2 02×1], and

Dm
V PC =

[
01×2 −Kpv −ω0C

m
f 01×2

01×2 ω0C
m
f −Kpv 01×2

]
,

Dm
V PC =

[
−Cmf vmoq0 Kpv 0

Cmf v
m
od0 0 Kpv

]
.

6) Current Controller: A dq-frame PI current controller for
DERm is shown in Fig. 3(b) in relation with the MGn primary
control. By considering the outputs of integrators as state
variables (Xm

CC) and applying block diagram relationships, the
state space model of the current controller is represented as:

Ẋm
CC = AmCCX

m
CC +BmCCU

m
CC ,

Y mCC = CmCCX
m
CC +Dm

CCU
m
CC , (9)

where UmCC = [Y mDP Y mVC ∆ωm]T , Y mCC = mm
dq, A

m
CC =

02, C
m
CC = I2, B

m
CC = [BmCDP BmCV C BmCPC ] and Dm

CC =
[Dm

CDP Dm
CV C Dm

CPC ]. The sub-matrices are as BmCDP =
[−KiiI2 02], BmCV C = KiiI2, B

m
CPC = 02×3, D

m
CV C =

KpiI2, D
m
CPC = [−Lmf imlq0 Lmf i

m
ld0] and

Dm
CDP =

[
−Kpi −ωm0L

m
f 1 0

ωm0L
m
f −Kpi 0 1

]
.

7) Common Reference Frame: The DER frequency ref-
erences are produced independently as shown in Fig. 3(b).
Though the frequencies are equal in stable steady state opera-
tion, their dynamics can be different. Therefore, a CRF should
be considered to model DER frequency interactions [10], [16],
[23]. For this purpose, the following five steps are necessary.

i) One of the DER reference frames should be considered
as the CRF. In this paper, the reference frame of the DER1 of
each MG is considered as the CRF.

ii) ∆δ is determined as a state variable of each DER, which
is realized in the power controller (see Section III-B4).

iii) ωcom is used in the modeling passive modules without
self-produced frequency such as loads and power networks.

iv) The output variables of each individual reference frame
to the modules, which are stated in the CRF, should be
transformed to the CRF and vice versa. For instance, the vmo,dq
is stated in the individual m’th reference frame as an input
to the power network, which is stated in the CRF. Hence, the
vmo,dq should be transformed to the CRF. Similarly, the inverse
transformation is needed for imodq . Both the transformation and
its inverse in a perturbed form are as follows:

∆vDQ = Ts.∆vdq + Tδ1.∆δ, (10a)

∆vdq = T−1
s .∆vDQ + Tδ2.∆δ, (10b)

where the vDQ and vdq express variables in CRF and individ-
ual frames respectively, and

Ts =

[
cos δ0 − sin δ0
sin δ0 cos δ0

]
,

Tδ1 =

[
−(vd0 sin δ0 + vq0 cos δ0)
vd0 cos δ0 − vq0 sin δ0

]
,

Tδ2 =

[
−vd0 sin δ0 + vq0 cos δ0
−(vd0 cos δ0 + vq0 sin δ0)

]
.

v) Since the MGs are interconnected by BTBCs, where the
DC links make the MG frequencies independent, individual
CRFs should be considered for MGs.

8) MG Interconnection and Complete Model: In order to
find an inclusive state space representation for each MG,
all partial module models presented in previous sub-sections
should be interconnected. The input and output of each module
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Fig. 4. All power and control interconnections of the proposed generalized modeling for n’th autonomous AC microgrid.

is specified and their interconnection should be based on the
MG structure in each case.

According to Fig. 4, the interconnected loops of DERm’s
control and power parts are completely modeled by (2), (7),
(8) and (9). On the other hand, the DER power part, the power
network and the load are correlated based on (4) and (5). The
vnpcc,dq as a disturbance input in (4) and (5) leads to lack of
solving all differential equations independently. Therefore, a
virtual resistor rv is considered at the PCCn, which results in
the complementary relation to the system equations i.e. (2),
(4), (5), (7), (8) and (9). Employing KCL at the PCCn gives:

V npcc,dq =
m∑
k=1

RV i
k
odq +

s∑
l=1

RV i
nl
IL,dq −RV inlo,dq, (11)

where, RV = rV I2 and inlIL,dq is the current of l’th IL
connected to the PCCn shown in Fig. 3 (a). Note that (11)
should be obtained for all coupling points voltages in the case
of multiple coupling points between the MG and ILs.

An intensive generalized MG model can be given according
to Fig. 4, which shows the interconnections of all MG mod-
ules. Each MG with any number of DERs, lines and loads can
be represented as a state space model:

Ẋn
MG = AnMGX

n
MG +BnMGU

n
MG,

Y nMG = CnMGX
n
MG +Dn

MGU
n
MG, (12)

where Xn
MG can be organized in any order such as

Xn
MG = [X1

DER X2
DER ...

Xm
DER︷ ︸︸ ︷

Xm
PD Xm

PC Xm
VC Xm

CC

X1
PL X2

PL ... X
m
PL Xn

ML]T ,

and it consists of 13m+2 state variables for the MG structure
shown in Fig. 3(a), where m is the number of DERs/lines.
All IL currents to the MGn are the inputs as UnMG =
[in1IL,dq ... i

ns
IL,dq]

T , and the impact of the MGn on the overall
IMG model can be considered as Y nMG = [∆ωncom ∆vnpcc,dq]

T .
Finally, the matrices can be easily calculated using module
models, their interconnections shown in Fig. 4, and employing
the useful RCT functions in MATLAB.

C. Modeling of Interlinking Lines

The ILs are modeled as series RL branches like shown in
Fig. 1 due to their low/medium length. The current direction is

considered to be from BTBCs to MGs for all ILs. In addition
their equations are presumed to be expressed in the CRF of
the connected MG. Since the dynamics are completely similar
to the dynamics of the internal MG lines, (3) can be rewritten
and a state space representation for ILij can be derived as:

Ẋij
IL = AijILX

ij
IL +BijILMU

ij
ILM +BijILBU

ij
ILB ,

Y ijIL = CijILX
ij
IL, (13)

where Xij
IL = Y ijIL = ∆iijIL,dq, U

ij
ILB = ∆vijfc, U

ij
ILM =

[∆vipcc,dq ∆ωicom]T , and BijILB = (1/LijIL)I2,

AijIL =

 −R
ij
IL

Lij
IL

ωicom0

−ωicom0 −R
ij
IL

Lij
IL

 ,
BijILM =

[ −1

Lij
IL

0 iijIL,q0

0 −1

Lij
IL

−iijIL,d0

]
.

D. Back-to-Back Converter Modeling

According to Fig. 5(a) a BTBC can be controlled by two
controllers in order to exchange power between two AC
MGs. The power controller receives the active and reactive
power references from a higher level controller, which is
the GCL here and tries to exchange scheduled powers by
controlling the VSCi current. On the other hand, the DC
voltage controller stabilizes the DC side voltage (V jdc) by
controlling the VSCj current. In addition, two phase-locked
loops (PLLs) are required for the VSCs to synchronize with
the MGs. In addition, the power part comprises two AC sides
and one common DC link. A precise dynamic model of a
BTBC consists of AC and DC sides, power controller, DC
voltage controller and PLLs.

1) AC Side: Fig. 5(b) shows the circuit model of the BTBC
power part. Each BTBC AC side is an RLC filter, where its
dynamics are presented in (1). Hence, a similar representation
to (2) can be given for the BTBC AC side as follows:

Ẋi
Bac = AiBacX

i
Bac +BiBac1U

i
Bac1 +BiBac2U

i
Bac2,

Y iBac = CiBacX
i
Bac, (14)
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where Xi
Bac = Y iBac = [∆iifc,dq ∆vifc,dq]

T , U iBac1 =

[∆EiCdq ∆ωiB ]T , U iBac2 = ∆IijIL,dq, and the matrices are as

Ai
Bac =


−Ri

fc/L
i
fc ωi

B0 −1/Li
fc 0

−ωi
B0 −Ri

fc/L
i
fc 0 −1/Li

fc

1/Ci
fc 0 0 ωi

B0

0 1/Ci
fc −ωi

B0 0

 ,

Bi
Bac1 =


1

Li
fc

0 iifc,q0

0 1
Li

fc

−iifc,d0
0 0 vifc,q0
0 0 −vifc,d0

 , Bi
Bac2 =

[
02

−(1/Ci
fc)I2

]
.

2) DC Side: The drawn currents by AC sides in order to
form the dependent voltage sources, i.e. EiC and EjC , are
modeled by current sources IiC and IjC shown in Fig. 5(b).
In addition to the VSC’s capacitors and series resistors, the
DC line is modeled by a resistor in the BTBC DC side. One
can easily find a state space representation as follows:

Ẋij
Bdc = AijBdcX

ij
Bdc +BijBdcU

ij
Bdc,

Y ijBdc = CijBdcX
ij
Bdc, (15)

where Xij
Bdc = [∆vidc ∆vjdc]

T , U ijBdc = [∆IiC ∆IjC ]T , and

AijBdc =

[
−1/(ReqdcC

i
dc) 1/(ReqdcC

i
dc)

1/(ReqdcC
j
dc) −1/(ReqdcC

j
dc)

]
,

BijBdc =

[
(Ridc/R

eq
dc)− 1 −(Rjdc/R

eq
dc)

−(Ridc/R
eq
dc) (Rjdc/R

eq
dc)− 1

]
,

where Reqdc = Ridc +Rjdc +RijLdc, and CijBdc = I2.
3) Dependent Current and Voltage Sources: As shown in

Fig. 5 (b), these sources are as transformations from AC/DC
side to DC/AC side, which correlate both sides as follows:

IiC = P iC/v
i
dc,

EiC = (1/2)miv
i
dc, (16)

where P iC is the produced AC power of VSCi and mi is the
PWM control signal shown in Fig. 5(a). By linearizing (16),
the transformations can be calculated as follows:

∆IiC = T iac/dc
[

∆vidc ∆EiCdq ∆iifc,dq
]T
,

∆EiCdq = T idc/ac
[

∆vidc ∆mi
dq

]T
, (17)

where

T iac/dc =
3

2vidc0
[−2

3
IiC0 EiCd0 EiCq0 iifc,d0 iifc,q0], (18)

T idc/ac =
1

2

[
mi
d0 vidc0 0

mi
q0 0 vidc0

]
. (19)

4) BTBC Power Part Interconnection: In order to simplify
the BTBC modeling, the power part interconnections among
AC and DC sides and independent voltage and current sources
are fulfilled before the control modeling. Fig. 5(c) displays this
interconnection, which consists of the BTBC power modules
and their interconnections with each other and the outside.
The state space representation is calculated readily using the
interconnection method, which can be expressed as:

Ẋij
BP = AijBPX

ij
BP +BijBPU

ij
BP ,

Y ijBP = CijBPX
ij
BP +Dij

BPU
ij
BP , (20)

where Xij
BP is a 10×1 vector, including the state variables of

the AC and DC sides as Xij
BP = [Xi

Bac Xj
Bac Xij

Bdc] and

U ijBP = [∆mi
dq ∆ωiB ∆mj

dq ∆ωjB ∆iijIL,dq ∆ijiIL,dq]
T ,

Y ijBP = [∆iifc,dq ∆ijfc,dq ∆vjdc ∆vifc,dq ∆vjfc,dq]
T .

The matrices AijBP , BijBP , CijBP , and Dij
BP are calculated

numerically for an input data using the RCT functions.
5) Power Controller: Here, a current control method is

employed to control the BTBC power exchange. In this
method, the power references P ijref and Qijref are provided by
the GCL. Then, the current references iijdq,ref are calculated
as follows [36]:

iijd,ref = 2P ijref/3v
i
fc,d,

iijq,ref = 2Qijref/3v
i
fc,d. (21)

It is easy to obtain a state space model similar to the PI
current controller model of DERs, i.e. (9) by considering the
integrators outputs of the PI controllers as the state variables
(Xi

Bpc) as follows:

Ẋi
Bpc = AiBpcX

i
Bpc +BiBpcU

i
Bpc,

Y iBpc = CiBpcX
i
Bpc +Di

BpcU
i
Bpc, (22)

where U i
Bpc = [∆V i

PCC,dq ∆iifc,dq ∆iidq,ref ∆ωi
B ]T , Y i

Bpc =

∆mi
dq , the matrices are as AiBpc = 02, BiBpc =

[BiBpc1 BiBpc2 BiBpc3 BiBpc4], CiBpc = (2/Vdc)I2, Di
Bpc =

[Di
Bpc1 Di

Bpc2 Di
Bpc3 Di

Bpc4] and the sub-matrices are as
BiBpc1 = 02, BiBpc2 = −Ki

BiI2, BiBpc3 = Ki
BiI2, BiBpc4 =

02×1, Di
Bpc1 = (2/Vdc)I2, Di

Bpc3 = (2Ki
Bp/Vdc)I2, and

Di
Bpc2 =

2

Vdc

[
−Ki

Bp −LifcωiB
Lifcω

i
B −Ki

Bp

]
,

Di
Bpc4 =

2

Vdc

[
−Lifciifc,q0
Lifci

i
fc,d0

]
.

Ki
Bp and Ki

Bi are the proportional and integral gains of the
PI current controller and Vdc is the nominal DC link voltage.

6) DC Voltage Controller: In order to have a stable BTBC
operation, the VSCj needs to exchange the same active
power with the VSCi by applying −P ijref as the active power
reference. In addition, the DC voltage should be controlled
through the same control signal. On the other hand, although
the VSCj’s reactive power reference is free from the VSCi’s
Qijref , usually references with equal magnitudes are interested.
Therefore, power references of the VSCj are expressed as:

P jiref = udc − P ijref , Q
ji
ref = −Qijref , (23)

where udc is the control effort of the V jdc controller shown
in Fig. 5(a). Thus the current references can be calculated by
(21) and a state space can be represented for VSCj current
controller similar to (22) as follows:

Ẋj
Bvc = AjBvcX

j
Bvc +BjBvcU

j
Bvc,

Y jBvc = CjBvcX
j
Bvc +Dj

BvcU
j
Bvc, (24)

where Xj
Bvc is a 2 × 1 vector of the integrators outputs of

the PI controllers. Since the current controller structure is the
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Fig. 5. Interlinking back-to-back converter: (a) control and operation block diagram, (b) power part averaging model, (c) power part interconnection.

same for the power controller and the DC voltage controller,
input vector, output vector and all matrices and sub-matrices
are equal to those of the BTBC power controller expressed
below (22) with superscript j.

The V jdc controller, which is usually a PI controller is
modeled using state space representation as follows:

Ẋj
DV C = BjDV CU

j
DV C ,

Y jDV C = CjDV CX
j
DV C +Dj

DV CU
j
DV C , (25)

where Xj
DV C is the integrator output, U jDV C =

∆vjdc, Y
j
DV C = ∆ijd,ref , B

j
DV C = KDV C

i , CjDV C =

[2/3vifc,d 0]T and Dj
DV C = [2KDV C

p /3vifc,d 0]T . KDV C
p

and KDV C
i are the proportional and integral gains of the V jdc

PI controller.
7) Synchronizing PLLs: As mentioned earlier, the BTBC

needs two PLLs to synchronize AC sides with the MG’s PCC
voltages through ILs. The typical PLL structure is indicated
in Fig. 6. An LPF is used to clear the vipcc,q signal and a PI
controller is used to enforce it to zero in order to lock θiB
on the phase of vipcc. Note that before enabling the BTBC
to exchange the power, vifc = vipcc. Therefore, the vipcc is
measured by the vifc transducer. In order to find the small-
signal model of the PLL, PI and LPF integrator outputs are
considered as state variables. Note that the third state variable
is as δiB = θiB − θicom to state all BTBC AC side dynamics
into the related CRF, e.g. VSCi dynamics state into the MGi
CRF. Therefore, the state space representation is as follows:

Ẋi
PLL = AiPLLX

i
PLL +BiPLLU

i
PLL,

Y iPLL = CiPLLX
i
PLL, (26)

where U iPLL = [∆vipcc,q ∆ωicom]T , Y iPLL = [∆ωiB ∆δiB ] and

BiPLL =

[
0 ωc 0
0 0 −1

]T
, CiPLL =

[
1 KPLL

P 0
0 0 1

]
,

c

cs
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Fig. 6. The structure of phase-locked loop typically used for VSCi.
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AiPLL =

 0 KPLL
I 0

0 −ωc 0
1 KPLL

P 0

 .
8) Complete Interconnection of BTBC Modules: As the

final step, the interconnections among all power and control
modules represented by (20), (22), (24), (25) and (26) should
be considered as shown in Fig. 7. The BTBCij is modeled as:

Ẋij
B = AijBX

ij
B +BijBU

ij
B ,

Y ijB = CijBX
ij
B +Dij

BU
ij
B , (27)

where Xij
B is a 21× 1 state vector as

Xij
B = [Xij

BP Xi
Bpc X

j
Bcc X

j
DV C Xi

PLL Xj
PLL]T .

By specifying the input and output vectors as U ij
B =

[∆vipcc,dq ∆iijIL,dq ∆vjpcc,dq ∆ijiIL,dq ∆ωi
com ∆ωj

com]T and Y ij
B =
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[
∆vifc,dq ∆vjfc,dq ∆vjdc ∆δiB ∆δjB

]T
, considering the intercon-

nections shown in Fig. 7 among all the BTBC modules,
and using RCT functions in the interconnection method, the
matrices can be calculated numerically for certain input data.

E. Overall Interconnection of Interconnected Microgrids

By modeling all AC IMG modules, including AC MGs,
BTBCs and AC/DC ILs, modeling of various structures of
IMGs with any number of MGs and interconnections is
possible using the interconnection method. Fig. 8 indicates the
IMG interconnection focusing on the interconnection between
MGi and MGj including BTBCij , ILij , ILji, and all modeling
requirements (see Fig. 1). In fact, MGi, i = 1, . . . , n can be
interlinked to all other MGs, e.g. MGj , j = 1, . . . , n and
j 6= i through corresponding BTBCs and ILs, which shows
the generality of the interconnection method.

Note that the MGs have independent CRFs, where their
functional zones are shown in Fig. 8. All ILs and BTBC AC
sides connected to each MG are covered by its CRF. Therefore,
(10a) and (10b) are used for power interconnections between
the MG/IL with the BTBC. The small-signal model can be
represented in a free motion state space form as:

ẊIMG = AIMGXIMG (28)

where XIMG consists of the state variables of all participating
modules in the IMGs and can be expressed as

XIMG = [

MGs︷ ︸︸ ︷
X1
MG ... Xn

MG

ILs︷ ︸︸ ︷
... Xij

IL ...

BTBCs︷ ︸︸ ︷
... Xij

B ...]T ,

including (13m+ 2)n+ 2p+ 21q state variables, where n, p
and q are the number of MGs, ILs and BTBCs respectively.
AIMG can be expressed in a general form as:

AIMG = [Ars], r, s = 1, ..., t (29)

where p is the number of all IMG modules and Ars = 0 when
r 6= s and there is no direct connection between r’th and
s’th modules, otherwise Ars 6= 0. 0 is a zero matrix with the
appropriate size.

For each IMG case with certain data, AIMG can be calcu-
lated numerically by considering the modules connections as
generally shown in Fig. 8, and applying the interconnection
method.

F. Comparison with the Substitution Modeling Method

If the substituting method is employed for finding the
complete MG model, the number of substituting can be found
according to Fig. 4 and the output arrows from the equations
blocks. By the left, (11) should be substituted in (4) for all
m lines and in (5) for the load, which are totally m + 1
substitutions. (5) should be substituted in (11), and (4) should
be replaced in (10)(b) for all m lines without the coupling
DER1 line (m substitution). (10)(b) is replaced in (2) and (7)
for all DERs except DER1, which the replacement is from (5)
(2m substitutions). By substituting (2) in (7), (9) and (10)(a),
(9) in (2), (8) in (9), and finally changed-dimension output of
(7) in (2), (9) and (8), 7m substitutions are required for all

DERs. The substitution process can be completed by replacing
(10)(a) in (4) for all m lines except DER1 line, which the
substituting is from (2) to (4) (m substitutions). All required
manual substitutions are 12m + 1 that can be expressed as
13 when the similar substitutions are just considered as 1
substitution, i.e. m = 1.

A similar substituting process is needed for BTBCs using
Figs. 5(c) and 7 that leads to 24 substitutions. Neglecting
similar substitutions, required ones are reduced to 13.

According to Fig. 8, for each interconnection between
two MGs, 20 substitutions (10 by neglecting the similar
ones) are required. For n different autonomous AC MGs
with k interconnections/BTBCs as shown in Fig. 8, totally∑n
i=1 (12mi + 1) + 44k substitutions (36 by neglecting the

similar ones) are necessary to find the IMG model using the
substitution method. Such a manual calculation process leads
to a high calculation burden and may be accompanied by some
errors. However, in the proposed interconnection method, the
large number of substitutions are fulfilled numerically using
the RCT functions with a low manual calculation burden
only for specifying inputs of each module employing the pre-
provided interconnections by Figs. 4, 5(c), 7, and 8. In fact, the
calculation time/burden of the interconnection method can be
determined as specifying the inputs of modules using input to
function with respect to substituting the equations into each
other in the substitution method. The number of specifying
input vectors as a relatively time-consuming process is equal
to the number of modules to be interconnected. Therefore,
one can easily calculate it regarding Figs 4, 5(c), 7, and 8 as∑n
i=1 (7mi + 2) + 20k.
Note that both substitution and interconnection modeling

methods lead to same results (e.g., from eigenvalue analysis
or time-domain simulation), since both are based on the same
module models and same strategy for selecting the input,
output and state variables. The difference is only in the
calculation burden and possible calculation errors.

Table I shows the calculation burden/error comparison for
the common substitution method [14], [15] and the proposed
interconnection method in two sample IMGs. In this com-
parison study, IMG1 is formed by three interconnected MGs
through three BTBCs, where MG1 has three DERs, MG2 has
four DERs, and MG3 has six DERs. IMG2 is composed of
eight interconnected MGs through seven BTBCs, where each
one of MG1-MG3 has two DERs, each one of MG4-MG6 has
three DERs, and MG7 and MG8 consist of five and ten DERs,
respectively. It is obvious that the number of substituting are
larger than the number of specifying inputs in each case.
Moreover, one can consider approximate average calculation
times for specifying inputs as a fast manual process and
substituting equations as a slow manual process as 30 seconds
and 4 minutes, respectively. Hence, as shown in Table I, the
total calculation time of substitution method for same case
studies is much more than the corresponding time of the in-
terconnection method. In addition, substituting equations may
lead to different nested forms, which causes long calculation
times or even manual calculation errors. However, specifying
inputs is a straightforward MATLAB coding process without
arithmetic complications.
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Fig. 8. Complete interconnection of AC microgrids focusing on the connection between MGi and MGj through ILij , ILji and BTBCij .

TABLE I. COMPARISON OF THE COMMON SUBSTITUTION [14], [15] AND
PROPOSED INTERCONNECTION METHODS

Modeling
method

Possible
manual error

Studied
system

Number of
substitution

/input to

Manual
calculation
time (min)

IMG1 291 1164Substitution Module modeling
and substituting IMG2 676 2704

IMG1 157 157Interconnection Module modeling
and input specifying IMG2 366 366

IV. MODELING VALIDATION

Prony method is used for validating power system model
in [32]. For this purpose, the small-signal model of the IMG
is analyzed using eigenvalue analysis and participation ma-
trix. Thus the participating eigenvalues and their contribution
amount in each state variable can be determined. On the other
hand, the waveform of each state variable obtained from the
real system or a non-simplified model can be estimated using
Prony method as a linear sum of damped complex exponentials
[32]. The proposed modeling precision for each state vari-
able is validated by comparing the participating eigenvalues
and their contribution with the damped complex exponentials
calculated by the Prony analysis [33]. In this paper, required
input waveforms for Prony analysis are provided from real-
time OPAL-RT simulator.

A. OPAL-RT Simulator

In order to indicate the practicality of real-time simulation
for large-scale systems e.g. BTBC-IMGs, real-time software-
in-the loop simulations are provided using OPAL-RT simula-
tor. Fig. 9(a) shows the experimental setup located at Marine
Microgrid Laboratory, Aalborg University including OPAL-RT
simulator OP5600 as the target, the host PC, and a networking
LAN cable. The OP5600 is configured with 4 activated Intel
Xeon E5, 3.2 GHz processing cores, and works under Linux
operating system. Moreover, it provides user-programmable
I/O management, handled by a fast Xilinx Spartan-3 FPGA.
The real-time simulation process is shown in Fig. 9(b). Version
11.2.1.91 of RT-LAB software is used as the interface between
MATLAB and OPAL-RT digital simulator.

In order to simulate BTBC-IMGs as real time, the MAT-
LAB/SimPowerSystems model is loaded on the OPAL-RT
via the RT-LAB, then the real-time data is come back to
the MATLAB environment inversely. The SimPowerSystems
model should be divided into two subsystems, i.e. a subsystem
comprising all permanent power and control parts during

Host PCTarget: OPAL-RT Simulator
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Power and 

control 
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Parameter 
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Fig. 9. (a) Real-time experimental setup including the OPAL-RT target, the
host PC and a LAN cable for networking. (b) Real-time simulation process
using OPAL-RT digital simulator.

the real-time simulation and a subsystem including displays
and changeable parameters. After model loading and real-
time data receiving, real-time waveforms can be measured in
SimPowerSystems environment.
B. Interconnection Method Validation Using Prony Analysis

The introduced Prony analysis-based validation method is
used for BTBC-IMGs. Due to lack of space the details are
not given here. The two BTBC-IMGs introduced in Part II
of the paper [37] is simulated as real-time using OPAL-RT
simulator. The waveforms of OPAL-RT output and Prony
analysis estimation are shown in Fig. 10 for ∆δMG1

2 , ∆PMG2
1

and ∆XDV C , where generally ∆x = xref − x, ∆x is the
perturbed form of the state variable (x) and xref is the
reference value. The Prony method estimates the perturbed
form of waveforms for a certain set-point, which is 850 W
active power flow from MG2 to MG1 at t = 1 s due to a power
deficiency in MG1. The data window shows the time interval
of Prony estimation. All three waveforms show appropriate
estimation by Prony analysis.

Comparative results for the estimated state variables are
shown in Table II, where the eigenvalues and participation
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Fig. 10. Prony analysis-based estimation for perturbed form of OPAL-RT
output waveforms: (a) the angle difference of the DER2 reference frame from
the common reference frame of MG1, (b) DER1 active power of MG2, (c)
integrator output of the DC voltage controller.

TABLE II. PRONY ANALYSIS-BASED MODEL VALIDATION

State
variable Eigenvalue MVE (%) Participation

factor MVE (%)

∆δMG1
2

−8 ± j28.8 5 0.96 8
−145 ± j106 8 0.03 3

∆PMG2
1

−8 ± j28.8 3 0.66 6
-21.46 7 0.02 21

-20 0 0.29 9

∆XDV C
−2 ± j13.8 6 0.45 3
−108 ± j87 8 0.55 3

factors are also calculated for the two BTBC-IMGs. The model
validation error (MVE) indicates the difference between esti-
mated modes (by Prony analysis) and calculated eigenvalues
(by eigenvalue analysis) in the third column, and it shows the
difference between normalized estimated amplitudes of the
modes and participation factors (calculated by participation
matrix) in the fifth column. In the first case, the MVE is
calculated as relative error percentage:

MVE =
|γ − λ|
|λ|

× 100, (30)

where γ is a complex conjugate/real mode estimated by Prony
analysis and λ is the correlated eigenvalue calculated via
eigenvalue analysis. In the second case, the MVE is also
calculated through (30), while γ is the normalized estimated
amplitude and λ is the correlated participation factor.

The MVE is less than 10 % in all cases except λ = −21.46,
which is not an effective dominant mode based on its partic-
ipation factor, i.e. 0.02. Note that the presented Prony-based
validation is able to be employed for all state variables.
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Fig. 11. All eigenvalues of the two interconnected microgrids.

V. EIGENVALUE ANALYSIS RESULTS

As mentioned the required information for simulation is
presented in Part II of the paper [37]. Fig. 11 shows all
eigenvalues of the two IMGs through one BTBC, where the
corresponding modules to each eigenvalue cluster are indi-
cated generally using the participation matrix. The eigenvalues
around -5000 real to -8000 real are mostly affected by DER
and BTBC RLC filters. The eigenvalues between -2000 real
and -3000 real are due to the AC lines, ILs and BTBC AC
sides. More dominant modes can be categorized to the three
clusters. The cluster near to -600 real is due to the MG loads.
The eigenvalues cluster between -100 real and -350 real gener-
ally indicates the dynamic participation of the AC lines, DER
current controllers, DER voltage controllers and V −Q droop
characteristics. The dominant critical modes (third cluster) are
related to the LPFs, BTBC current controllers, BTBC PLLs,
ω − P droop characteristics, DC side, DC voltage controller
and ∆δcom, which show the considerable BTBC impact on
the IMG stability.

VI. CONCLUSION

This paper has investigated the small-signal modeling of
fully power-electronics based interconnected autonomous AC
microgrids comprising VSC-based DERs and back-to-back
converters exchanging power. For this purpose, the detailed
module models are obtained, and their interconnections are
realized employing convenient functions of robust control
toolbox in MATLAB. The presented small-signal model is
comprehensive and can be easily generalized for each number
of autonomous AC MGs due to the expandability feature of
the proposed interconnection method. It is validated using
a Prony method and real-time simulation results, where the
state variables are compared with their waveforms simulated
in OPAL-RT simulator. Although, the validation is presented
only for three state variables, each state variable within the
model can be validated in the same way. Most effective state
variables/modules on the critical modes show a remarkable
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effect of back-to-back converters on the stability of intercon-
nected autonomous microgrids. More conclusion are given in
Part II of this work based on sensitivity analysis and time
domain simulations.
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