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Abstract: A channel-aware and queue-aware (CAQA) scheduling scheme is proposed for the downlink of orthogonal frequency
division multiple access (OFDMA) networks. The scheduling scheme cooperates with a rate control policy, which controls arrival
rates to the base station queues. The network resource allocation is formulated as a utility maximisation problem, which is
decomposed into a CAQA OFDMA scheduling problem and a rate control problem. The authors decompose the scheduling
problem into subproblems of rate allocation to subcarriers and propose a joint subcarrier assignment and rate allocation
(JSARA) solution for the problem. Simulation is conducted to evaluate the performance of JSARA in terms of throughput,
queue length and dropping probability. In addition, JSARA performance gain in allocating users’ arrival rates and achieved
aggregate utility, in cooperation with a rate control policy, is investigated.

1 Introduction

Multicarrier transmission in the form of orthogonal frequency
division multiplexing (OFDM) is a promising technique to
provide spectral efficiency in broadband wireless networks.
OFDM divides a broadband channel into a set of non-
interfering narrowband subcarriers. In a multiuser OFDM
network, orthogonal frequency division multiple access
(OFDMA) is deployed in which different subcarriers are
allocated to different users. As the channel gains of
subcarriers are independent for different users, multiuser
diversity [1] can be used, for example, based on
instantaneous channel state information (CSI), opportunistic
scheduling assigns subcarriers and allocates power
adaptively to enhance the network performance. Despite
aggregate throughput maximisation, opportunistic
scheduling, however, prevents users with poor channel
qualities to access the channel most of the time. This issue
causes unexpected growth of queue lengths which results in
either congestion and large delays or data loss when buffer
sizes are limited.
To mitigate the drawback of opportunistic scheduling,

channel-aware and queue-aware (CAQA) scheduling has
been proposed in [2–7]. CAQA scheduling improves buffer
management and avoids instability by allocating network
resources based on both simultaneous channel state and
queue state information (QSI). Modified largest weighted
delay first (M-LWDF) schemes for single carrier and
multicarrier CAQA scheduling are proposed in [2] and [3,
4], respectively. The M-LWDF objective is to maximise a

weighted sum rate function, where the weights are
correspondent to packet delays and queue lengths of real-
time and non-real-time traffics, respectively. The packets
delay, that is, the packets waiting time in the queues, are
measured based on the carried time stamps of real-time
traffic. To ease the computation process of OFDMA
scheduling, the average waiting time is estimated based on
the average queue lengths in [5]. Then a combination of
dynamic subcarrier assignment (DSA) and adaptive power
allocation (APA) schemes [8] is used to optimise packets
waiting time. Assuming uniform power allocation, first
subcarriers are assigned dynamically, and then a greedy
power allocation algorithm is used for bit loading. As a
measure of queue states, we have defined a queue stability
criterion to be deployed in CAQA subcarrier assignment in
[6]. In [3–6], subcarriers are assigned based on uniform
power allocation assumption, but a joint subcarrier and
power allocation (JSPA) algorithm is proposed for CAQA
OFDMA scheduling in [7]. In JSPA, a user power
allocation is optimised whenever a new subcarrier is
allocated to that user.
Although the performance of CAQA scheduling is affected

by the queue lengths and accordingly arrival rates, none of the
aforementioned papers considers controlling arrival rates. In
fact, they presume a static set of arrival rates to the base
station (BS) queues. Furthermore, these works evaluate the
queuing performance from the multiple access control/
physical (MAC/PHY) layer point of view, which does not
represent the network utility and users’ service satisfaction
at upper layers. To clarify, consider a network where the
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channel qualities of the users are different. To compensate for
the queue length growth of the users with low channel gains,
CAQA scheduling mostly allocates resources to the users
with low channel gains, which degrades the network
resource utilisation. Finally, despite the better performance
of joint subcarrier assignment and power allocation in [7]
compared with the subcarrier assignment with uniform
power allocation, computational complexity is high due to
the large number of power allocation optimisation.
To improve CAQA scheduling performance in OFDMA

networks and make it system-wide efficient, we use a utility
maximisation framework and a rate controller that cooperates
with the CAQA scheme. In single carrier networks, queue-
aware scheduling cooperating with a rate controller achieves
fair resource allocation and stability [9, 10]. We extend this
cooperation to the downlink of multicarrier OFDMA
networks and formulate CAQA scheduling with arrival rate
control as a utility maximisation problem. The problem is
decomposed into a rate control problem and a CAQA
scheduling problem. The rate control problem formulates a
rate control policy that adjusts arrival rates to the BS queues.
We use subgradient method to solve this problem. In contrast,
the scheduling problem formulates subcarrier assignment with
adaptive and discrete modulation rates as an integer
programming problem. We additionally decompose this
problem into subproblems of rate allocation to subcarriers,
and propose a low-complexity joint subcarrier assignment and
rate allocation scheme (JSARA). The proposed scheme
coordinates with the rate controller through queue parameters
to determine link rates, that is, departure rates from the BS
queues. Finally, the JSARA performance in terms of the
queue length, dropping probability and throughput is
compared with the ones of DSA+APA and JSPA.
The rest of the paper is organised as follows. Network

model and problem formulation are described in Section
2. Decomposing the problem into rate control and
scheduling problems are presented in Section 3. In Section
4, we present the OFDMA scheduling problem formulation,
solution and complexity analysis. Simulation results are
given in Section 5, and the paper is concluded in Section 6.

2 Network model and problem formulation

We describe the network architecture and radio transmission
model in Section 2.1, and formulate the resource allocation
problem in Section 2.2.

2.1 Network architecture and radio transmission
model

We consider downlink transmission in an OFDMA network
with point to multipoint infrastructure and a set F ¼ {s|s ¼ 1,
2, . . . , S} of users in Fig. 1. The arrival rates from the

backbone network to the BS queues, rs’s, are controlled by a
rate controller.
The BS scheduler assigns a set V ¼ {k|k ¼ 1, 2, . . . , K} of

OFDM subcarriers to links and allocates a portion of the
BS power, PBS, to each subcarrier to determine link rates
cs’s. CSI is fed back to the scheduler through error-free
channels. The rate control and scheduling decisions
are made periodically at the beginning of each downlink
frame containing a number of OFDM symbols denoted
as time slot. CSI remains unchanged within a time slot
but may change randomly and independently across time
slots.
Signal-to-noise ratio of subcarrier k on link s during a time

slot is given as hsk pk, where pk is the allocated power to this
subcarrier. Moreover hsk ¼ |Hsk|2/N, where N denotes the
noise power density, and Hsk depends on the path loss,
shadowing and fading. We consider a discrete rate
allocation to subcarriers with a finite set of modulation rates
D ¼ {0, 1, . . . , M}, where M is the highest modulation rate.
Accordingly, the number of transmitted bits on subcarrier k,
when it is assigned to user s, is

csk = min{⌊log2(1+ hskpk )⌋, M} bps/Hz (1)

2.2 Problem formulation

Let c ¼ {C|C ¼ [c1, . . . , cs]} be the set of all feasible link
rate vectors and R ¼ [r1, . . . , rs] denotes the set of long-
term average arrival rates. Each user s is associated with a
utility function Us, which is continuously differentiable,
non-decreasing and strictly concave for elastic traffic. The
utility values indicate the level of users’ satisfaction of
received service in the network. We formulate the resource
allocation as a network utility maximisation problem

P1: max
R,C

∑
s[F

Us(rs) (2)

Subject to 0 ≤ rs ≤ cs for all s [ F (3)

C [ C (4)

Constraint (3) indicates that the long-term average arrival rate
of queue s should not exceed the link rate cs, that is, queue s
departure rate. In addition, the link rate vectors should be in
the feasible region according to (4).

3 Problem decomposition

Owing to discrete link rate vectors of c, P1 is not convex and
hence solving it in the dual domain results in non-zero duality
gap [11]. According to the seminal conclusion on multicarrier
systems in [12], as the number of carriers increases, duality
gap decreases. As the number of subcarriers in practical
OFDMA networks is sufficiently large, we use dual
decomposition to solve P1. Relaxing constraint (3), we
write the Lagrangian function as

L1(R, C, L) =
∑
s[F

Us(rs)−
∑
s[F

ls(rs − cs) (5)

where L ¼ {ls ≥ 0} is the vector of Lagrange multipliers.Fig. 1 Network architecture
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Accordingly, the dual function is given by

D1(L) = sup{(L1(R, C, L): R ≥ 0, C [ C)}

= sup
R≥0

∑
s[F

(Us(rs)− lsrs)

{ }
+ sup

C[C

∑
s[F

lscs

{ }
(6)

and the corresponding dual problem is

P2: min
L≥0

D1(L) (7)

Using (6) to evaluate D1(L) for a given L, we obtain the
following optimisation problems

P3: max
R≥0

∑
s[F

(Us(rs)− lsrs) (8)

and

P4: max
C[C

∑
s[F

lscs (9)

Problem P3 determines the arrival rates to the BS queues, and
problem P4 optimises the link rates. Therefore they are called
rate control problem and scheduling problem, respectively.
Given the solutions of P3 and P4, we use subgradient

method to solve the dual problem P2. Starting with an
initial l0s ≥ 0 for all s, at each time slot t with a given lts,
the optimal value of arrival rate, rts, and link rate, cts, are
obtained from P3 and P4, respectively. Then, Lagrange
multipliers are updated by

lt+1
s = [lts − k(cts − rts)]

+ for all s (10)

where (cts − rts) is the subgradient of the dual function with
respect to ls. Moreover, the step size k . 0 is chosen small
enough to ensure the convergence [13]. It can be deduced
from (10) that ls is a multiplication of the queue length Qs

of user s, that is, ls ¼ kQs. This derivation implies that
each queue length is obtained from a stochastic subgradient
method, which is shown to converge statistically to within a
neighbourhood of the optimal value [14]. Using this
derivative, we rewrite the scheduling problem P4 as

max
C[C

∑
s[F

Qscs (11)

As cs’s depend on the channel status and Qs’s represent the
queue lengths, the objective function (11) can be interpreted
as a CAQA scheduling scheme. Moreover, the queue
lengths can be considered as coordinating parameters
between the rate control and the scheduling problems.
In Fig. 2, the above decomposition approach is presented.
Given the dual solution of (10), we solve P3 and P4.

According to (8), problem P3 can be decomposed into
users’ rate control subproblems, which are solved using
subgradient method. The arrival rate s is updated by

rt+1
s = [rts + k(VU ′

s(r
t
s)− lts)]

+ (12)

where (U ′
s(r

t
s)− lts) is the subgradient of the objective

function in P3 with respect to rs, and k . 0 is the step size.
The constant value V determines how aggressively the

controller reacts to the same queue length levels [9]. We
discuss the solution of P4 in Section 4.

4 Scheduling problem: formulation and
solution

We reformulate the scheduling problem by specifying
OFDMA resource constraints in Section 4.1. The solution
of the scheduling problem is presented in Section 4.2, and
the complexity analysis is brought in Section 4.3.

4.1 Scheduling problem formulation

We consider adaptive modulation rates on each subcarrier.
The link rate cs is the sum of modulation rates of those
subcarriers assigned to that link, that is, cs ¼∑

k[V

∑
m[Dmrskm, where m [ D. We define rskm as a

binary variable which is equal to 1 if subcarrier k is
assigned exclusively to link s with modulation rate m and 0
otherwise. To avoid inter-link interference, each subcarrier
is assigned only to one link, that is,

∑
s[F

∑
m[Drskm ¼ 1

for all k. In addition, the total allocated power to the
subcarriers should not exceed the BS power PBS, that is,∑

s[F

∑
k[V

∑
m[Dpkrskm ≤ PBS. Let subcarrier k be

assigned to link s with modulation rate m. From (1), we
have m ≤ log2(1+ hskpk) that implies (2m2 1)/hsk ≤ pk.
Therefore the power constraint can be stated as

∑
s[F

∑
k[V

∑
m[D

2m − 1

hsk

( )
rskm ≤ PBS (13)

Accordingly, discrete rate CAQA OFDMA scheduling
problem is presented by

P5: max
{rskm}

∑
s

Qs

∑
k

∑
m

mrskm (14)

Subject to
∑
s

∑
m

rskm = 1 for all k (15)

∑
s

∑
k

∑
m

2m − 1

hsk

( )
rskm ≤ PBS (16)

rskm [ {0, 1} for all s, k and m (17)

Problem P5 is an integer programming problem, where the
optimal solution is obtained by exhaustive search with high
complexity [15]. The complexity grows exponentially with
the number of users, subcarriers and modulation rates. This

Fig. 2 Decomposition algorithm
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difficulty motivated us to propose a suboptimal solution,
explained in Section 4.2.

4.2 Scheduling problem solution

We investigate a JSARA solution by decomposing P5 into
subproblems of rate allocation to subcarriers. We relax the
power constraint in (16) and form the partial Lagrangian
function as

L
2
(r, m) =

∑
s

∑
k

∑
m

Qsmrskm

− m
∑
s

∑
k

∑
m

2m − 1

hsk

( )
rskm − PBS

( )
(18)

where m is the Lagrange multiplier. Using (18), the
corresponding dual function is written

D2(m) = sup
r
{L2(r, m): constraint (15) and (17)}

= sup
r

∑
k

∑
s

∑
m

Qsm− m
2m − 1

hsk

( )
rskm:

{

constraint (15) and (17)

}
+ mPBS (19)

We evaluate this function, for a given m, by decomposing it
into k subproblems corresponding to subcarriers

P6: max
{rskm}

∑
s

∑
m

Qsm− m
2m − 1

hsk

( )
rskm (20)

Subject to
∑
s

∑
m

rskm = 1 (21)

rskm [ {0, 1} for all s and m (22)

Considering (21) and (22), each subcarrier can be assigned to
only one link with one modulation rate. Consequently, the
optimal solution is achieved when subcarrier k is assigned
to link sk with modulation rate mk as

(sk , mk) = argmax
(s,m)

Qsm− m
2m − 1

hsk

( )
(23)

In other words, rskm ¼ 1 if (s, m) ¼ (sk, mk), otherwise
rskm ¼ 0. The dual variable m is obtained from the dual
problem

P7: min
m≥0

D2(m) (24)

Starting with an initial value m1, at iteration n with dual
variable mn, the pair (sk, mk) for each subcarrier k is
obtained from (23). Then, m is updated by

mn+1 = mn − s PBS −
∑
k

2mk − 1

hskk

( )[ ]+
(25)

where (PBS −
∑

k (2
mk − 1)/hskk) is the subgradient of D2(m)

with respect to m, and s is the step size. Owing to discrete
modulation rates, (25) does not converge precisely.

Therefore the duality gap DG, which is the difference
between the primal and the dual objective functions in (14)
and (24), is not exactly 0 [11]. We use the condition
|DG| , 1 to terminate the iterations and obtain a
suboptimal solution, where 1 is a small enough value.
In summary, the solution of JSARA scheduling scheme is

presented in Fig. 3.

4.3 Complexity analysis

We compare the complexity of JSARA with the ones of
DSA+APA and JSPA. At each iteration of JSARA, each
subcarrier is allocated to a user by finding the maximum
value of queue-length × rate in a vector with S × M entries.
Therefore JSARA complexity is O(Nm × K × S × M ),
where Nm is the number of iterations required for the
convergence of (25) in Fig. 3. In DSA+APA, first every
subcarrier is assigned to a user and then the power of all
subcarriers is optimised by a greedy bit loading algorithm.
At each iteration of this algorithm, the subcarrier with the
minimum additional required power is selected for bit
loading. Therefore the complexity is O(K(S + NG1

)), where
NG1

is the number of required iterations for the convergence
of the corresponding bit loading algorithm. Unlike
DSA+APA, JSPA optimises power allocation whenever a
new subcarrier is assigned to a user. Therefore JSPA
complexity is O(K(S + NG2

K)), where NG2
is the number of

iterations required for the convergence of the bit loading
algorithm in JSPA. With K ¼ 512, S ¼ 16, M ¼ 6 and 2000
realisations of a frequency selective fading channel, the
average value of Nm, NG1

and NG2
in the simulation is 12,

1180 and 164, respectively.
In summary, the complexity order of JSPA is quadratic

with respect to the number of subcarriers. This complexity
is high compared with those of JSARA and DSA+APA,
where the complexity order is linear with respect to the
number of subcarriers.

Fig. 3 JSARA scheduling scheme
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5 Performance evaluation

We consider downlink transmission in an OFDMA network
with a point to multipoint infrastructure. There are 512
subcarriers occupying a 5 MHz frequency band.
Simulations are performed over 1200 realisations of a
frequency selective fading channel, which is assumed to be
6-tap Rayleigh fading with 0.9 ms RMS delay spread. The
exponential power delay profile is gse

2(l 2 1), where gs is
the first path’s average power gain, and l is the path index.
We consider 32 users with different channel gains
gs ¼ 16 dB, 15.5 dB, . . . , 0.5 dB, for s ¼ 1, 2, . . . , 32,
respectively. Single-sided power spectral density of noise,
N0, is unity, and the total transmission power is 15 W. We
evaluate JSARA performance in Section 5.1, and
investigate the cooperation performance of the rate
controller and CAQA scheduling in Section 5.2. In both
subsections, we compare the performance of JSARA with
JSPA [7] and DSA+APA [8].

5.1 Scheduling scheme performance

The performance of the proposed scheduling scheme without
considering the rate controller is investigated. We assume the
arrival rate to each user queue follows a Poisson distribution
with 0.7 Mbps mean.
The average throughput and the average queue length of

each user over the simulation time are shown in Figs. 4a

and b, respectively. As shown, the higher is the channel
gain, the more is the throughput and the smaller is the
queue length. Furthermore, the difference between
successive queue lengths increases as the channel gain
decreases.
To clarify the difference among the scheduling schemes in

Fig. 4, we illustrate the average number of assigned
subcarriers to users and the average allocated power per
subcarrier in Figs. 5a and b, respectively. Comparing with
JSARA, JSPA and DSA+APA assign subcarriers based on
the uniform power assumption. Therefore according to the
objective function (11), queue-length × rate, the subcarrier
assignment of JSPA and DSA+APA depends on users
queue lengths significantly, and a high number of
subcarriers are allocated to the users with large queue
lengths, as shown in Fig. 5a. The power allocation in
Fig. 5b shows that DSA+APA allocates more power to
the users with higher channel gains to maximise the spectral
efficiency. Moreover, as JSPA optimises power allocation
of each user separately, more power than that of
DSA+APA is allocated to low gain subcarriers. Therefore
users with lower channel gains achieve higher throughput
using JSPA rather than DSA+APA scheduling.
Unlike JSPA and DSA+APA, JSARA mitigates the effect

of large queue lengths by considering the effect of large
queue lengths in both subcarrier assignment and power
allocation. This approach results in assigning large number
of subcarriers to high channel gain users and remarkably

Fig. 4 Average throughput and the average queue length of each user over the simulation time

a Average throughput
b Average queue length of users

Fig. 5 Average number of assigned subcarriers to users and the average allocated power per subcarrier

a Average number of assigned subcarriers to users
b Average allocated power per subcarrier
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high power allocation to users with low channel gains. In
other words, JSARA compensates the small number of
subcarriers assignment with high power allocation to low
channel gain users. This joint optimisation in JSARA
results in improved performance in terms of throughput and
queue length, as shown in Fig. 4.
In applications with uncontrolled arrival rates (e.g. user

datagram protocol (UDP)), buffer overflows cause the
arrival traffic to be dropped. Further comparison of the
schemes in terms of the bit-blocking probability is shown in
Fig. 6, where a limited buffer size of 60 kbits per user is
considered. High channel gain users experience remarkably
low bit dropping because of the short queue lengths,
whereas dropping probability of low channel gain users
increases as the channel gains decrease. JSARA
demonstrates the least bit dropping probability among the
other schemes by keeping the queue lengths short.

5.2 Rate control and scheduling cooperation
performance

We evaluate the proposed scheduling performance when the
users’ arrival rates are controlled by (12). Proportional
fairness [16] is maintained among arrival rates by
maximising their aggregate logarithmic utility functions in P1.
The average throughputs and queue lengths are shown

in Figs. 7a and b, respectively. Although achieved

curves show similar trends to the ones in Fig. 4, the
overall performance is improved, that is, throughput
increases and queue length decreases. This difference is
due to the controlled arrival rates in this subsection,
which avoids queue lengths from unexpected growth and
therefore results in an efficient resource allocation in all
schemes. No bit dropping is observed, because all queue
lengths are small enough compared with the buffer
sizes. Moreover, average packet waiting time in queues
as another performance metric is shown in Fig. 8,
which is in accordance with the aforementioned results
in Fig. 7.
Finally, the average allocated arrival rates to the users and

the network aggregate utility over the simulation time are
given in Figs. 9a and b, respectively. Owing to the
existence of the rate controller with logarithmic utility
functions in (12), small queue lengths result in high arrival
rates, as shown in Fig. 9a. Contrary to the results obtained
for equally arrival rates in Section 5.1, the allocated arrival
rates in Fig. 9a conforms to the achieved throughputs
shown in Fig. 7a. In other words, network queues remain
stable using the rate controller. Moreover in accordance
with arrival rates to queues in Fig. 9a, the aggregate utility
of JSARA outperforms the ones of JSPA and DSA+APA
as shown in Fig. 9b.
As a complementary of the complexity analysis, the

average running time of the scheduling schemes algorithms
are shown in Table 1. The results confirm the analysis in

Fig. 7 Average throughputs and queue lengths

a Average throughput
b Average queue length of users

Fig. 6 Bit dropping probability of users Fig. 8 Average packet waiting time (ms)
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Section 4.3, where JSARA outperforms the two
other schemes. JSPA has the highest running time as
it optimises the power allocation on assigning each
subcarrier. Furthermore, the iterative bit-loading algorithm
in DSA+APA makes it computationally complex than
JSARA.
In summary, CAQA scheduling results in efficient resource

allocation when it cooperates with a rate controller.

6 Conclusion

We have proposed a JSARA CAQA OFDMA scheduling
scheme, in cooperation with a rate controller. The
performance of the proposed scheme with and without
cooperation with the rate controller has been evaluated. We
have observed that CAQA scheduling performance is
highly affected by the traffic arrival rates to the queues.
Uncontrolled arrival rates result in large queue lengths,
which degrade the CAQA scheduling performance.
Simulation results demonstrate that first JSARA
outperforms OFDMA scheduling schemes with disjoint
subcarrier assignment and power allocation in terms of the
network aggregate utility. Second, lower queue lengths with
no dropping probability and higher throughputs are
achieved by the cooperation between the rate controller and
the CAQA scheduling.

7 References

1 Viswanath, P., Tse, D.N.C., Laroia, R.L.: ‘Opportunistic beamforming
using dumb antennas’, IEEE Trans. Inf. Theory, 2002, 48,
pp. 1277–1294

2 Andrews, M., Kumaran, K., Ramanan, K., Stolyar, A., Whiting, P.,
Vijayakumar, R.: ‘Providing quality of service over a shared wireless
link’, IEEE Commun. Mag., 2001, 32, pp. 150–154

3 Parag, P., Bhashyam, S., Aravind, R.: ‘A subcarrier allocation algorithm
for OFDMA using buffer and channel state information’. IEEE VTC,
2005

4 Song, G., Li, Y., Cimini, L.J., Zheng, H.: ‘Joint channel-aware and
queue-aware data scheduling in multiple shared wireless channels’.
IEEE WCNC, 2004

5 Song, G., Li, Y.G., Cimini Jr. L.J.: ‘Joint channel- and queue-aware
scheduling for multiuser diversity in wireless OFDMA networks’,
IEEE Trans. Commun., 2009, 57, pp. 2109–2121

6 Fathi, M., Taheri, H., Mehrjoo, M.: ‘A stability-based scheduling
scheme for OFDMA networks’. IEEE ISWPC, 2010

7 Mohanram, C., Bhashyam, S.: ‘Joint sub-carrier and power allocation in
channel-aware queue-aware scheduling for multiuser OFDM’, IEEE
Trans. Wirel. Commun., 2007, 6, pp. 3208–3213

8 Song, G., Li, Y.: ‘Cross-layer optimization for OFDM wireless
networks-part II: algorithm development’, IEEE Trans. Wirel.
Commun., 2005, 4, pp. 625–634

9 Eryilmaz, A., Srikant, R.: ‘Fair resource allocation in wireless networks
using queue-length-based scheduling and congestion control’, IEEE/
ACM Trans. Netw., 2007, 15, pp. 1333–1344

10 Neely, M.J., Modiano, E., Li, C.: ‘Fairness and optimal stochastic
control for heterogeneous networks’. IEEE INFOCOM, 2005

11 Boyd, S., Vandenberghe, L.: ‘Convex optimization’ (Cambridge
University Press, 2004)

12 Yu, W., Lui, R.: ‘Dual methods for nonconvex spectrum optimization of
multicarrier systems’, IEEE Trans. Commun., 2006, 54, pp. 1310–1322

13 Berteskas, D.: ‘Nonlinear programming’ (Athena Scientific, Boston,
1999)

14 Chen, L., Low, S., Chiang, M.: ‘Cross-layer congestion control, routing
and scheduling design in ad hoc wireless networks’. Proc. IEEE
INFOCOM, 2006, pp. 1–13

15 Salkin, H.M., Mathur, K.: ‘Foundation of integer programming’ (North-
Holland, New York, 1989)

16 Kelly, F.: ‘Charging and rate control for elastic traffic’, Eur. Trans.
Telecommun., 1997, 8, pp. 33–37

Fig. 9 Average allocated arrival rates to the users and the network aggregate utility over time

a Average arrival rates of users
b Network aggregate utility over time

Table 1 Average running time of the scheduling schemes

algorithms (ms)

Scheme JSARA JSPA DSA+APA

Time, ms 74 3118 1177

IET Commun., 2012, Vol. 6, Iss. 2, pp. 235–241 241
doi: 10.1049/iet-com.2011.0283 & The Institution of Engineering and Technology 2012

www.ietdl.org


