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a b s t r a c t

This paper develops a novel approach to model the Interline Power Flow Controller (IPFC) with the pur-
pose of enhancing the power system dynamic stability. The dynamic behavior of the IPFC is modeled
using a new and detailed current injection model. On the basis of designing a supplementary damping
controller, the effectiveness of the proposed model in robust damping of the oscillations is evaluated.
Thus, the problem of attaining the damping controller parameters transmitted into an optimization pro-
cess which is solved using Particle Swarm Optimization algorithm (PSO). The PSO has a strong and reli-
able capability to find out the optimistic solution. The optimization procedure is performed in a multi-
machine power system and under various operating conditions. Assessment the derived results from
the nonlinear time domain simulation and through some performance indices with considering to a
severe transient disturbance clearly indicates the major performance of the proposed model and the
model based designed controller in improvement the system stability margins. Moreover, to identify
the most suitable IPFC control signal, a precise evaluation of the employed indices is accomplished.
Numerical results verify the superior stabilization effect of the m1 (one of the IPFC control signals) in
the wide range of operating conditions.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

Nowadays, due to the deregulation of electricity market and
increasing in the power demand, power systems operate close to
their stability limits. On the other hand, the inevitable electrome-
chanical oscillations can cause the restriction of power transfer
capability and thus threaten the secure and stable operation of
the power system. In such under-stressed system, reinforcement
the system flexibility and stability characteristics is an enterprise
which lionized by many researches. So, it seems to be necessary
to utilize some stabilizers to provide the loadable, robust and sta-
ble operating margins to the power system [1,2]. Conventionally,
Power System Stabilizers (PSSs) are used to confirm these require-
ments. However, with reference to the inherent problems of the
PSSs, especially inadequate mitigation of the inter-area oscillatory
modes in the case of the long transmission lines, and regarding to
the ever-increasing progress in the field of power electronics tech-
nology, it seems that Flexible AC Transmission System (FACTS) de-
vices are more beneficial alternative for the purpose of power
system static and dynamic performance improvement [3]. Re-
cently, Interline Power Flow Controller (IPFC) has been emerged
as one of the versatile initiatives of FACTS family [4]. In the IPFC,
ll rights reserved.

: +98 77322562.
two or more Voltage Source Converters (VSCs) are linked together
through a common DC capacitor to simultaneously and separately
control more than one transmission lines. In this scheme, by
exchanging the active and reactive power flow between the com-
pensated lines, IPFC can develop a robust control of power flow
in the transmission network, thus in light of the optimal techno-
economical operation, it is necessary to investigate the IPFC’s abil-
ity in enhancement the stability and damping issues of the power
systems. In recent years, some of the researchers [5–7] investigate
the application of the IPFC for power oscillation damping. In [5],
Mishra et al. by proposing a power injection based model to the
IPFC addressed an efficient hybrid optimization framework in the
terms of the combination of GA and neural-fuzzy algorithms to
investigate the power system transient stability improvement.
However, their study did not include any effort to determine the
suitable control signals of the IPFC. There are different modeling
of the IPFC corresponding to the application purpose and the case
study power systems. Substantially, in the stability studies the
validity of the results is greatly dependent to the accuracy of the
system modeling. According to the administrative role of the
FACTS devices in the terms of power oscillation damping, different
models such as linearized Heffron–Phillips [7,8], power injection
[5,15], energy function [9] and voltage source based model [10]
can be found in the literature. Some of the aforementioned model-
ing methodologies, e.g. the power injection based models, are
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substantially derived with the purpose of utilization in the steady-
state studies. Besides, in the others that they are more adaptable to
dynamic or transient investigations some are useful for the linear-
modeled and particularly for the small size case studies such as
Heffron–Phillips and some others are suitable for nonlinear and
high dimension systems like energy function based or current
injection models. Hereinafter, as regards to the adoption of current
balance equations in many dynamic simulation programs, a novel
current injection model for the IPFC is taken into account. The pri-
mary reason for this approach is the high compatibility and univer-
sality of the current injection models to the traditional procedure
of the power system analysis. For example, the voltage source
based models change the admittance matrix of power system
while in the system analyzing processes the admittance matrix
should be constant and symmetrical. However, in the proposed
current injection model, it is trying to replace the series injected
voltage by shunt current sources which are described using nonlin-
ear equations. Thus turning to the similar behavior of the shunt
sources to the nature of the loads, the system admittance matrix
is not changed significantly through this modeling [11]. The pro-
posed model is not only suitable for stability purposes, but it also
gives faster and a wider area of convergence in the power flow
analysis [12]. Nonlinear equations describing the precise dynamic
behavior of the IPFC are another advantage of this model. The
drawback of linear approaches is that they may lead to inadequate
damping, in the case of disturbances, especially in large realistic
power systems where more dynamic equipments are intercon-
nected and then enhance the coupling effect and order of the sys-
tem [24]. Generally, despite the efficiency and reliability of linear
models in the single machine power systems, they may face to
inefficiency and incompetence in larger systems. Although, in re-
cent years, some researches utilize current injection model to the
different FACTS devices such as TCSC1 [13], SSSC2 [14] and UPFC3

[12], however, to the best of our knowledge most of the researches
are focuses on the simplification the Optimal Power Flow (OPF)
problem [15–19] and dare could be said that no work has been
developed on the extraction of current based model for the dynamic
performance evaluation of the IPFC. In short, the main contribution
of this paper is to bring out a universal and less problematic current
injection model for the IPFC and evaluate its dynamic performance
in a multi-machine power system. The power system is employed
by this study, is the IEEE standard 4-machine two area test system.
It is considered to be operated with all the essential and itemized
stability required dynamics. Though, it is not as comprehensive as
a large scale realistic power system, by thorough investigation of
the dynamic aspects of the system and considering the local measur-
ing signals, the basic characteristics and detailed interactive perfor-
mance of the system controllers can be well estimated and the
extracted conclusions through an insight perspective may be eligible
to effectively generalize for implementation in the high dimensional
test power systems [26].

On the other hand, due to the nonlinear nature and existing
uncertainties of the power system, FACTS devices may not able
to produce sufficient damping torque to oscillatory modes, there-
fore, prediction and deployment a supplementary FACTS-based
controller with high flexibility and adaptable parameters to the
power system different operating conditions seem to be necessary
[7]. The great challenge in the controller design procedure is to
choose an appropriate design strategy. In this study, according to
the more industrial aspect of lead-lag controller scheme, it is em-
ployed to be utilized as the damping controller. With the knowl-
edge of the multimodal nature (more than one local optima) of
1 Thyristor Controlled Series Capacitor.
2 Static Synchronous Series Compensator.
3 Unified Power Flow Controller.
this controller, it should be employed a robust optimization meth-
od to find the global optimal parameters. Application of fuzzy logic,
neural networks and robust control methodologies as reported in
some literatures may be efficient in some cases [5,6]. However,
adjustment the initial conditions of these algorithms needs more
warranty and is usually on the basis of trial and error. Also in some
cases, they are infeasible to be implemented to the power system
dynamic equations [13]. In the last decades, the meta-heuristic
algorithms are applied to several engineering problems as useful
optimization tools. One of these algorithms is Particle Swarm Opti-
mization (PSO) which is a dynamic explorer to entice the global or
near-global optimum. It has a great perceptivity to accommodate
to the nature of the objective functions and is able to produce
the acceptable quality of solutions with minimum fitness evalua-
tions [20,21]. Moreover, with the aim of achieving a tech-econom-
ical operation and reach to the desired secure stability margins,
selection an appropriate control signal among the FACTS different
signals is vital. In the case of the IPFC as a versatile compensator
the problem is more crucial. Thus, the paper directs to find out
the optimistic control signal of the IPFC through the proposed
PSO-based optimization framework. In the proposed framework,
the performance of the PSO algorithm is compared to two heuristic
algorithms, i.e. Genetic Algorithm and Classic Evolutionary Pro-
gramming to ensure that the global or near global optimal solution
is achieved.

In this paper, the PSO algorithm is employed to find the optimal
set of the IPFC damping controller parameters. The objective func-
tion is formulated into the way that ensures the robustness of the
dynamic response of the power system to some severe distur-
bances and under various operating conditions. The performance
of the proposed current injection model of the IPFC is investigated
in a two-area four machine power system under various operating
conditions. Moreover, the efficiency of the four control signals of
the IPFC (m1, d1, m2 and d2) is assessed through the time-domain
simulation and some performance indices evaluations. Analyzing
the results represents the parturiency of the PSO based designed
controllers, corresponding to each control signal, and verify the
predominance of the novel current injection model in good damp-
ing the power oscillations and enhancement the overall system
stability. Furthermore, in order to optimize the IPFC operational
costs and intensify the stabilizer signal, the optimal control signal
of the IPFC is assessed and consequently, the m1 based damping
approach shows more potential to robust control of the oscillatory
modes. Besides, the results of the PSO algorithm are evaluated by
comparison to the GA and CEP algorithms.

2. Current Injection model of the IPFC

IPFC is one the VSC based FACTS devices which provides a ben-
efactress management of power flow in the parallel or multiline
corridors and is able to improve the dynamic and transient stabil-
ity of the power system. For an IPFC with two VSCs, there are four
control signals in the terms of m1, d1, m2 and d2 which are the mag-
nitude and angle of the series injected voltages of the VSC 1 and 2,
respectively. The voltage profile and active and reactive power
flows could be set out by managing the control signals. The config-
uration of the IPFC with two series branches is shown in Fig. 1. In
this scheme, the IPFC proper function is required that the total ac-
tive powers injected into or absorbed from the lines be zero, which
refers to that in the IPFC structure, one of the VSCs (master) can
freely exchange active power flow with the underutilized lines,
and coordinately the other (slave) has to be regulated in order to
satisfy the Eq. (1) [4]:

Pse1 þ Pse2 ¼ 0 ð1Þ



Fig. 1. The configuration of IPFC with two VSCs.

Fig. 2. The equivalent voltage source based IPFC model.
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Pse1 and Pse2 are the injected active power of the VSC1 and VSC2,
respectively.

The assumed IPFC in Fig. 1 can be modeled with two series volt-
age sources as represented in Fig. 2. The voltages of the buses and
VSCs have the following equations:

Vi ¼ Viejhi ; Vj ¼ Vjejhj ð2Þ

Vse1 ¼ m1Viejd1 ð3Þ

Vse2 ¼ m2Viejd2 ð4Þ

By substitution the voltage sources with their equivalent cur-
rent sources, and assuming that the master VSC is the VSC2, the in-
jected current of the slave VSC (VSC1) has to establish the active
power equality equation (Eq. (1)) constraint. Thus, considering to
Fig. 3, the VSCs current injection equations are described as
following:

Iinj2 ¼
Vse2

jxs2
¼ �jbs2Vse2 ð5Þ

Iinj2 ¼ m2bs2Viejðhiþd2�p=2Þ ð6Þ

where bS2 is the imaginary part of the admittance corresponding to
the line 2. The real and imaginary parts of the apparent power of the
VSC2 are calculated using Fig. 2.

Sse2 ¼ ½Vse2 � I�se2� ¼ m2Viejðhiþd2Þ � Vi � Vj þm2Viejðhiþd2Þ

jxs2

 !�" #
ð7Þ

Pse2 ¼ Re½Sse2� ¼ m2bs2½ViVj sinðhi � hj þ d2Þ � V2
i sin d2� ð8Þ
Fig. 3. Substitution the series voltage source by the current injection sources.
Qse2 ¼ Imag½Sse2� ¼ m2bs2 ViVj cosðhi � hj þ d2Þ � V2
i cos d2 �m2

2V2
i

h i
ð9Þ

It is assumed that the VSC1 injects a current with the Eq. (10).

Iinj1 ¼ Iinj1ejb ð10Þ

To satisfy the equality constraint described in Eq. (1), from
Fig. 3, the apparent power of the VSC1 is calculated as follows:

Sse1 ¼ ½Vse1 � I�se1� ¼
Iinj1

�jbs1
� I�se1

" #
ð11Þ

Sse1 ¼ ½�Iinj1ejb � ðVie�jhi � Vjejhj þm1Vie�jðhiþd1ÞÞ� ð12Þ

Pse1¼Re½Sse1�
¼ � Iinj1 � ½Vi cosðb�hiÞ�Vj cosðb�hjÞþm1Vi cosðb�hi�d1Þ�

ð13Þ

Qse1 ¼ Imag½Sse1�
¼ � Iinj1 � ½Vi sinðb� hiÞ � Vj sinðb� hjÞ þm1Vi sinðb� hi � d1Þ�

ð14Þ

According to the Eq. (1), the Iinj1 could be written as:

Iinj1 ¼
m2bs2½ViVj sinðhi � hj þ d2Þ � V2

i sin d2�
Vi cosðb� hiÞ � Vj cosðb� hjÞ þm1Vi cosðb� hi � d1Þ

ð15Þ

As the result, the proposed current injection model of the IPFC
can be shown by two equivalent shunt current source which are
installed in the buses as represented in Fig. 4. The current sources
are demonstrated using the Eqs. (16) and (17). The xS is the equiv-
alent reactance of the two parallel branches. The line resistance
and the reactances of the boosting transformers are neglected.

Isi ¼ Iinj1 þ Iinj2 ð16Þ

Isi ¼ �Isj ð17Þ

The proposed current injection model not only describes the de-
tailed dynamic behavior of the IPFC but it also helps decreasing the
computational calculations by not changing the system admittance
matrix. This is because of that the current injected models substi-
tute in the system current matrix.

The derived current injection model of the IPFC is applied to the
four machine and two area power system as shown in Fig. 5. In the
nominal operation, there is a power transfer flow within 413 MW
from area 1 to area 2. The IPFC is assumed to be installed through
the current injection model between buses 8 and 9. Note that the
power system performance analysis is performed under the non-
linear equations of the generators. The considered nonlinear equa-
tions of the ith generator are [1,25]:

_di ¼ x0ðxi � 1Þ ð18Þ

_xi ¼
Pmi � Pei � Diðxi � 1Þ

Mi
ð19Þ
Fig. 4. The proposed IPFC current injection model.



Fig. 5. The four machine two area test power system.
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_E0qi ¼
Efdi � ðxdi � x0diÞidi � E0qi

T 0doi

ð20Þ

_Efdi ¼
KAiðVrefi � VtiÞ � Efdi

TAi
ð21Þ

Tei ¼ E0qiiqi � ðxdi � x0diÞidiiqi ð22Þ

Where, d, x, Pm, Pe, E0q, Efd, Te, T 0do, KA, TA, Vref and Vt denote rotor an-
gle, rotor speed, mechanical input power, electrical output power,
internal voltage behind x0d, equivalent excitation voltage, electric
torque, time constant of excitation circuit, AVR gain, AVR time con-
stant, reference voltage and terminal voltage, respectively.

In the considered test power system, in order to better simula-
tion, the loads are assumed to treat as constant impedance loads.
The PSSs’ control signals in both areas are neglected in this study.
The detailed power system data are given in [25].
3. Optimization framework

In order to find out the optimum solution of the problem of the
IPFC control signal selection and supplementary damping control-
ler design, an optimization framework is proposed to give an assur-
ance to the optimization problem in the viewpoint of attaining the
global optimal or at least a near global optimal solution. The pro-
posed optimization framework includes three prevalent heuristic
optimizers, i.e. Particle Swarm Optimization (PSO), Genetic Algo-
rithm (GA) and Classic Evolutionary Programming (CEP) which
are individually applied to the problem to discover the optimal
solution. Then on the basis of some statistical evaluations the per-
formance of the algorithms are assessed and compared to ensure
finding the global optimal solution. In the following, whilst briefly
introducing the fundamentals of the algorithms, the principles of
the statistical approach are mentioned.

3.1. Particle Swarm Optimization

In the recent years, one of the most important stochastic global
search algorithms and parallel evolutionary computation tech-
niques which mimics the fauna social behavior, is Particle Swarm
Optimization (PSO) algorithm. In 1995, the PSO algorithm is first
proposed by Kennedy and Eberhart [22]. After that, PSO is increas-
ingly applicant, like in medical treatment of human tremors in dis-
eases such as Parkinson’s disease [23]. The advantages of PSO,
compared to other methods, are easily coding, computationally
inexpensive in terms of both memory requirements and speed cri-
teria [20], derivative-free suitable to continuous variable problems,
adaptable convergence with the potential to yield better quality of
solutions, except to the pre-mature convergence in complicated
multi-peak search problem [21], adjustable to nonlinear combina-
tional optimization problems from vast to limited solution space
and insensitivity to convex, concave or discontinuous nature of
the objective function. PSO uses the real-number randomness
and the global communication among the swarm members called
‘particle’s. Because of the both stochastic and deterministic compo-
nents of particle movements, each particle is attracted toward the
position of the current global best while simultaneously it has ten-
dency to move randomly [20–23]. As a result, an experience ex-
change occurs among the swarm particles and after each
iteration the movement of each particle naturally evolves to an
optimal solution. The PSO is initialized with a group of random
particles and searches for the optimal point by updating genera-
tions. In each iteration, particles are updated by the best values
of itself and the group’s. The ith particle is represented by Xi = (xi1, -
xi2, . . . ,xiD). Each particle keeps track of its coordinates in hyper-
space, which are associated with the fittest solution it has
achieved so far. The value of the fitness for particle i (pbest) is also
stored as Pi = (pi1,pi2, . . . ,piD). The global version of the PSO keeps
track of the overall best value (gbest), and its location, obtained
thus far by any particle in the population. The PSO consists of, at
each step, changing the velocity of each particle toward its pbest
and gbest according to Eq. (23). The velocity of particle i is repre-
sented as Vi = (vi1,vi2, . . . ,viD). The position of the ith particle is then
updated according to Eq. (24) [20].

v idðtþ1Þ¼xv idðtÞþc1rand1ðPidðtÞ�xidðtÞÞþc2rand2ðPgdðtÞ�xidðtÞÞ
ð23Þ

~xðt þ 1Þ ¼~xðtÞ þ~vðt þ 1Þ ð24Þ

where Pid and Pgd are pbest and gbest. In the PSO, the tradeoff be-
tween the local and global exploration abilities is mainly controlled
by inertia weights (x). The inertia weight which is formulated as in
Eq. (25) decreases linearly from 0.9 to 0.4 during the run [20,21].

x ¼ xmax �
xmax �xmin

itermax

� �
� iter ð25Þ

where xmax is the initial value of the inertia weight, xmin is the final
value of the inertia weight, itermax is the maximum iteration num-
ber and iter is the current iteration number. Fig. 6 shows the flow-
chart of the PSO algorithm.

3.2. Genetic Algorithm

A Genetic Algorithm is a mathematical search technique on the
principles of natural selection and genetic recombination [28]
which was firstly developed by John Holland. As one of its applica-
tions, it can be used as an optimization technique to find the min-
imum and maximum of the functions. In this case, a simple GA
starts by randomly generating a population of chromosomes as
possible solutions. The generated population is called a generation.
The chromosomes of the current generation are evaluated for their
fitness. The chromosomes with higher fitness scores are selected,



Fig. 7. The damping controller structure.

Fig. 6. The Particle Swarm Optimization algorithm flowchart.
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with replacement, to create a mating pool. Then genetic operators
of crossover and mutation are applied at this stage in a probabilis-
tic manner. Crossover is used to produce new offspring from some
selected chromosomes. Mutation can introduce traits not in the
original population and keeps the GA from converging too fast be-
fore sampling the entire cost surface. At this stage, a new genera-
tion is produced and this procedure continues until a suitable
termination condition is satisfied [29].

3.3. Classic Evolutionary Programming

The general format of Classic Evolutionary Programming (CEP)
follows a two-step process of selection and variation in a popula-
tion. Following initialization of a population, the fitness of each
individual in the population is scored with respect to the cost func-
tion. In general, selection is applied as a tournament wherein the
fitness of each individual in the population is compared against
the fitness of a random set of other individuals in the same popu-
lation. A ‘‘win’’ is recorded for an individual each time that individ-
ual’s fitness equals or exceeds that of another in the tournament
set. Individuals are then ranked with respect to the number of wins
and those with the highest number of wins over some threshold
are selected as parents for the next generation. Parents are ran-
domly varied to generate offspring and the fitness of each member
in the population is re-evaluated. This process is repeated for a
user-specified number of generations [30].

3.4. Statistical test

In recent years, the use of statistical tests to improve the evalu-
ation process of the performance of a new method has become a
Table 1
The considered power system operating points.

Operating point P1 Q1 P2 Q

Case 1 0.7621 0.0835 0.7176 0
Case 2 1.1511 0.1539 0.4622 0
Case 3 0.5050 0.0519 0.9067 0
widespread technique in computational intelligence. Usually, they
are employed inside the framework of any experimental analysis
to decide when one algorithm is considered better than another.

This task, which may not be trivial, has become necessary to
confirm whether a new proposed method offers a significant
improvement, or not, over the existing methods for a given
problem.

One of the most frequent situations where the use of statistical
procedures is requested is in the joint analysis of the results
achieved by various algorithms. The groups of differences between
these methods usually associated with the problems met in the
experimental study.

In this section, it is assigned a procedure to estimate the differ-
ences between several algorithms: the Contrast Estimation of
medians. This method is very recommendable if it is assumed that
the global performance is reflected by the magnitudes of the differ-
ences among the performances of the algorithms [31–33]. This
methodology can be understood as an advanced global perfor-
mance measure. It is especially useful to estimate by how far an
algorithm outperforms another one [31].

4. Simulation results

In order to improve the damping of the power system oscilla-
tions, the function of the proposed damping controller is regulated
in a way which generates an in-phase torque with the input signal.
The damping controller output torque sustains the damping torque
of the IPFC. The structure of the damping controller is opted as a
conventional lead-lag structure. The simplicity, adaptability and
industrial preference are the dominant reasons for this choice. In
the damping controller as shown in Fig. 7., the input signal is the
deviation of the tie-line power transfer signal from area 1 to area
2 (DP12) and all four control signals of the IPFC (m1, d1, m2 and
d2) are modulated. The tie line signal encompasses more dynamic
data corresponding to the existing operational point.

The PSO algorithm is employed as the main algorithm to opti-
mize the damping controller parameters (i.e., K, T1, T2, T3 and T4)
as respect to minimize the following objective function [13]:

J ¼
Z tsim

0
t � ðjx1 �x2j þ jx1 �x3j þ jx1 �x4j þ jx3 �x4jÞdt

F ¼
XNP

i¼1

Ji ð26Þ

where NP is the number of the operating points which are listed in
Table 1. These operating points are load flow results in the power
system demonstrated in Fig. 5. xi is the speed of the ith generator
and is derived by integration from the Eq. (19) and then the
2 P3 Q3 P4 Q4

.0671 0.8226 0.1331 0.7927 0.1362

.0334 0.7667 0.0756 0.7667 0.0698

.1155 0.8889 0.1163 0.8778 0.1065



Table 2
The optimized damping controller parameters using the PSO.

IPFC control signal m1 m2 d1 d2

K 48.2101 61.0332 12.4490 6.6222
T1 1.4021 1.0155 1.9011 0.9921
T2 0.0127 0.0921 0.0303 0.1298
T3 0.1114 0.2434 0.1678 0.0226
T4 0.7819 1.7333 1.2871 1.0356

Table 3
The PSO best values according to the different parameter sets and various control
signals.

c1 c2 The best values of the PSO algorithm

m1 m2 d1 d2

1.3 1.3 0.1804 0.3380 2.1109 2.0092
1.7 1.7 0.1613 0.3321 2.0904 2.0108
2 2 0.1591 0.3160 1.8933 2.0078
1.3 2 0.1668 0.3278 2.0059 2.0129
2 1.3 0.1643 0.3302 2.1880 2.0266
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difference between the speeds of the generators is measured in the
SIMULINK environment. tsim indicates the time duration in which
the nonlinear time-domain simulation is ran.

The objective function is defined in due from to include both the
inter area (zonal interactions) and the local (sympatric machine
oscillations) modes of the oscillations. It is noteworthy that the in-
ter-area modes are more significant in multi machine power sys-
tems. As it is denoted in the objective function, it is a the sum of
the Integral of Time multiplied Absolute value of the Error (ITAE)
performance indices corresponding to each operating point. The
mainspring to choose the ITAE as the cornerstone of the objective
function is that the ITAE performance index adds the simulation
time (t) as a weighting factor to the deviation minimization pro-
cess in order to contribute not only the magnitude of the standard
deviation of the controller error known as a large error at the start
of the disturbance, but it also considers small errors existing a long
time after the disturbance and thus it guaranties the deviation
minimization during the interval the controller is compensating.
On the other hand, in the ITAE for the sake of using the absolute
value of the error and restraining the error not to exceed than 1,
it has more acceptability to its rival i.e. ITSE and is generally used.
Table 4
The optimization results of the different algorithms.

Control signal Optimization methodology Fitness function best value Fitness function mean value CPU time (s)

m1 PSO 0.1591 0.6905 251
GA 2.0181 2.1106 578
CEP 0.8004 1.9333 370

m2 PSO 0.3160 0.7729 387
GA 0.6077 0.9925 473
CEP 0.4346 0.8744 453

d1 PSO 1.8933 3.6741 345
GA 2.1220 4.0903 594
CEP 4.0788 4.5510 483

d2 PSO 2.0078 4.1007 313
GA 4.7223 5.2022 546
CEP 5.0003 6.1051 489
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Fig. 8. Convergence curves of the Fitness function for (a) m1, (b) m2, (c) d1, (d) d2: Solid (PSO), Dashed (GA), Dotted (CEP).
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In the ITSE, the advantage of the time weighting will be counter-
acted due to the squaring of the value of the error, because the val-
ues of the squared small errors become very close to zero [27] and
thus the optimizers may be stuck in the local optima instead of the
global solutions.

As it is assumed in Table 1, the operating points are selected in a
way in which the generations in both areas experience a wide
range of productions and loadability.

The optimization process is enchained to some bounded con-
straints as:
Table 5
Contract estimation results.

PSO GA CEP

PSO 0 3.2411 3.6929
GA 3.2411 0 0.4518
CEP 3.6929 0.4518 0
Kmin
6 K 6 Kmax

Tmin
1 6 T1 6 Tmax

1 ; Tmin
2 6 T2 6 Tmax

2

Tmin
3 6 T3 6 Tmax

3 ; Tmin
4 6 T4 6 Tmax

4

ð27Þ

The optimized damping controller parameters using the PSO
algorithm and by satisfying the defined objective function and con-
straints are displayed in Table 2. In the optimization process, each
of four control signals is modulated as a lead-lag damping control-
ler and applied separately to the power system. It should be noted
that to obtain the optimistic damping performance, number of par-
ticles, particle size, number of iterations, c1 and c2 are chosen as 50,
5, 100, 2 and 2, respectively. It should be mentioned that with the
aim of reducing the risk of stuck in an undesired local optimal
point, the optimization procedure via the PSO algorithm is re-
peated several times to be sure the global optimum is obtained.

In order verify that the PSO parameter sets (i.e. c1 and c2) are
designated in an appropriate way which fits to the study, different
set of the c1 and c2 parameters are picked and the best value of the
fitness function corresponding to the different control signals are
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Fig. 9. Tie-line power variations: (a) Case 1, (b) Case 2 and (c) Case
computed. The results listed in Table 3, verify the sufficiency of
election the values of c1 = 2 and c2 = 2 to this study. Moreover, in
Table 4, the results of the optimization framework are summarized
in the terms of the best, the mean values of the objective function
and also the CPU time corresponding to all algorithms. The conver-
gence ratios for different control signals and using the PSO, GA and
CEP algorithms are also shown in Fig. 8. The results are clearly
demonstrated that the PSO algorithm has a superior function in
the terms of convergence ratio and obtaining the hithermost solu-
tion to the global optima.

CPU time or (process time) is the amount of time for which a
central processing unit (CPU) was used for processing instructions
of a computer program. Some methods are very capable of reach-
ing the goal whereas they are time consuming inasmuch as they
cannot be used in real world applications. All the programs in this
study were simulated in the MATLAB R2009b environment with
CPU 2.2 GHz, Intel core2 Duo processor T6600. Table 3 compares
the algorithms in aspect of their one iteration CPU time (units
are in second).

In this study, the set of estimators of medians directly from the
average error results is computed. Table 5 shows the estimations
computed for each algorithm. Focusing our attention in the rows
10 15 20
ime (sec)
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3: Solid (m1), Dashed (m2), Dash-Dotted (d1) and Dotted (d2).
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Fig. 11. IAE and FD performance index values using the PSO algorithm.
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of the table, we may highlight the performance of PSO (all its re-
lated estimators are negative; that is, it achieves very low error
rates considering median estimators); on the other hand, CEP
and GA achieve higher error rates in this study.

To verify the robustness of the optimum designed damping con-
trollers for the quad control signals of the IPFC, a severe bisection
disturbance through two reel 3-phase faults is applied to the
power system. In the considered scenario, two sequential three
phase faults are occurred in the middle of the line 7–9 in t = 1
and t = 5 s, respectively. In the later one, the faulted line is tripped
permanently but in the first one the fault is cleared without any
changes in the system configuration and after 150 msec. The non-
linear time domain simulation results are shown in Figs. 9 and 10.
Also, in Fig. 9 the dynamic response of the tie-line power transfer
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signal to the disturbance is represented for all operation cases in
Table 1. In Fig. 10 the local and inter-area mode oscillations related
to both areas are displayed in some operation cases. Note that the
response of all four IPFC control signals (m1, d1, m2 and d2) are
shown altogether. Observing Figs. 9 and 10 demonstrates the more
efficient damping effect of the m1 control signal.

Moreover, to demonstrate the effectiveness of the damping con-
trollers’ performance two performance indices in terms of the Inte-
gral of Absolute value of Error (IAE) and Figure of Demerit (FD) as
shown in Fig. 11. Eqs. (28) and (29) are the formation of the perfor-
mance indices:

IAE ¼ 100
Z tsim

0
ðjx1 �x2j þ jx1 �x3j þ jx1 �x4j þ jx3 �x4jÞdt

ð28Þ

FD ¼ ðOS� 1000Þ2 þ ðUS� 2000Þ2 þ T2
s ð29Þ

where xi is the speed of ith generator and OS, US and Ts are indicate
overshoot, undershoot and the settling time of the time-domain dy-
namic response of the ‘x1 � x3’ signal. So that the FD index signif-
icantly describes the damping of the inter-area modes. The smaller
value of these indices validates the better performance of damping
controller. The values of the IAE and FD indices are confirms that m1

control signal made the paramount damping controller. The fact
which is self explaining from the results is the effectiveness of the
proposed current injection model of the IPFC in enhancing the
power system stability and all range of the operating points.

For the sake of better demonstration of the performance of the
optimization algorithms, the ITSE performance index (Integral of
Time multiplied Squared value of the Error) is formulated as in
Eq. (30) and applied to the damping controller design problem.
The numerical results are depicted in Fig. 12. As shown in
Fig. 12, the PSO in the case of the m1 control signal has the best per-
formance with respect to the other optimization cases.

ITSE ¼ 10;000
XNp

k¼1

Z tsim

0
t � ðjx1k �x2kj2 þ jx1k �x3kj2

þ jx1k �x4kj2 þ jx3k �x4kj2Þdt ð30Þ
5. Conclusions

In this paper, in order to enhance the power system stability
margins a novel current injection model for the IPFC was carried
out. To evaluate the effectiveness of the proposed model a supple-
mentary damping controller under the dynamic equations of a
multi-machine power system was designed. The problem of the
controller design formulated as an optimization problem under
wide range of operating conditions and considering to a severe dis-
turbance. To find out the optimistic set of controller parameters
the PSO algorithm was employed. The nonlinear time domain sim-
ulation results demonstrate the robustness and advantageous per-
formance of the proposed current injection model and its
corresponding designed controller. Moreover, with the objective
of identification of the most stabilizer control signal of the IPFC,
two performance indices in the terms of the ITSE, IAE and FD were
applied to assess the four control signals. Further, by modulating
the IPFC all four control signals and through the assessment of
the numerical results of applied indices, it was confirmed that
the m1 control signal has superior damping performance compar-
ing to the others. Beside, in order to ensure from the obtaining
the optimized solution, the performance of the PSO algorithm is
compared to the GA and CEP algorithms. The results validate the
superior performance of the PSO algorithm.
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