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This paper addresses a novel security constrained energy management system of a microgrid which
considers the steady-state frequency. Microgrid frequency as a key control variable, continuously exposes
to be excursed of its nominal value due to unpredictable intermittencies arise from renewable sources
and/or load consumptions. Moreover, great utilization of inertia-less inverter-interfaced distributed
energy resources intensifies potential frequency excursions. As a result, energy and reserve resources
of a microgrid should be managed such that the microgrid frequency lies within secure margins. To that
end, a new objective function on the basis of the frequency dependent behavior of droop-controlled
distributed generations is formulated using a mixed integer linear programming. It is aimed to optimize
the microgrid frequency according to the economic and environmental policies. Besides, to seek the
active participation of the consumers into proposed frequency management approach, a linearized
ancillary service demand response program is also proposed. In addition, to properly model the impacts
of microgrid various uncertainties in the frequency management approach, a two-stage stochastic
optimization algorithm is employed. Simulations are performed in a typical microgrid which operates
in the islanded mode during a 24 h scheduling time horizon. The numerical results show the impressive-
ness of the proposed frequency aware energy management system while concurrently managing the
microgrid security and economical aspects. Furthermore, it is demonstrated that utilization of demand
response programs economizes the microgrid frequency management approach.

© 2015 Elsevier Ltd. All rights reserved.
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Introduction Meanwhile, due to the higher ratio of the power variations to the

small scale energy capacity of the islanded microgrids, the

Recently, microgrid idea has been introduced to transform the
conventional power systems to a more reliable, carbonless and
economical system. To that end, microgrids exploit efficient energy
management systems (EMS) to ensure from a robust and efficient
operational planning. Generally, EMS is in charge to provide a
proper synchronization with the main grid, optimal frequency
and voltage control and improvement the required reliability and
security margins of the microgrid [1-5].

The microgrids are continuously encountered to the power fluc-
tuations stem from intermittent renewable energy sources (RESs),
load demand variations and possible line/unit contingencies. This
puts the microgrid frequency security at risk of instability [4].
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importance of frequency management will be doubly critical.
Moreover, considering to the characteristics of the produced
energy, Distributed Energy Resources (DERs) are usually operated
via the inertia-less static voltage source inverters (VSIs) as
interfaces between the microgrid and the DER technologies [6].
Consequently, this intensifies the frequency security importance
and necessitates more attendance with respect to the microgrid
frequency control issues. To control the microgrid frequency reli-
ably, different energy and reserve resources should be coordinately
managed regarding to the cost-emission policies of the microgrid
energy management system. By this way, both the security and
economical goals of the microgrid will be achieved.

The frequency security preservation of the microgrids operating
in the islanded mode is more crucial. Therefore, the EMS should
adopt a reliable control strategy to properly manage the DERs out-
puts with a reasonable operation cost and emission. One of the
promising frequency control methodologies usually used in the
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Nomenclature
Indices APg(s,i,1,h) active power deviation of IIDG i in scenario s, control

i index of dispatchable distributed generation units
(IIDGs) from 1 to Ng

k index of demand response provider (DRP) from 1 to Nk

w index of wind turbines from 1 to Nw

v index of photovoltaic panels from 1 to Nv

s index of scenarios from 1 to Ns

h index of hours from 1 to Ns

l index of frequency control level could be equal to pri
(primary) and sec (secondary)

ud index of scheduled reserves could be up or down

Parameters and constants

mp (i) frequency droop parameter of IIDG i

Fref microgrid reference frequency

AfT maximum allowable microgrid frequency excursion
limit during control level [

a; fixed operation cost of IIDG i

b; first-order operation cost of IIDG i

cv start-up cost of IIDG i

cP shut-down cost of IIDG i

p;i(l,ud)  cost up/down reserve of IIDG i in control level [

Pw cost of operation of wind turbine w

0y cost of operation of photovoltaic panel v

Pg‘“"(i) upper level of active power generation of IIDG i

P;”i”(i) lower level of active power generation of IIDG i

ramp;?  ramp-up limit of IIDG i

rampd"  ramp-down limit of 1IDG i

ramp*  start-up ramp of 1IDG i

ramp#  shut-down ramp of IIDG i

Ql.co2 CO, emission rate of IIDG i

VOLL value of lost load

Load(h) forecasted load consumption at hour h

Py(w,h) forecasted active power output of wind turbine w at
hour h

P,(v,h) forecasted active power output of photovoltaic panel v
at hour h

PR (k) reserve cost of DRP k

otm (k) cost of block m in DRP k offer package

Variables

s probability of scenario s

Af(s,I,h) microgrid frequency deviation in scenario s, control
level I and at hour h

level I and hour h
APd(s,k, 1, h) accepted load reduction of DRP k in scenario s,
control level I and hour h
APy (s,w,l h) active power deviation of wind turbine w in
scenario s, control level [ and hour h
AP,(s,v,m,h) active power deviation of photovoltaic panel v in
scenario s, control level m and hour h
AP (s,i,1,h) reference power deviation of IIDG i in scenario s,
control level I and hour h
ALoad(s,l, h) active power deviation of microgrid load in scenario
s, control level [ and hour h
Pdp(k,h) demand of block m in DRP k offer package in hour h

e binary variable indicating availability status of IIDG i in

scenario s and hour h

Pd(k,h) load reduction of DRP k at hour h
Pg(i,h)  active power output of IIDG i at hour h
D(s,I,h) frequency elasticity of microgrid loads in scenario s,
control level I and hour h
Py (i,h) reference power set point of IIDG i at hour h
Re(i,l,ud, h) scheduled up/down reserve of IIDG i in control level |
and hour h
Ry(k,l,ud, h) scheduled up/down reserve of DRP k in control level
I 'and hour h
P;(i,1,h) active power output of IIDG i in scenario s, control level
I and hour h
Pd*(k,1,h) load reduction of DRP k in scenario s, control level I
and hour h
Ply(i,1h)  reference power of IIDG i in scenario s, control level I
and hour h
P, (w,l,h) active power output of wind turbine w in scenario s,

control level I and hour h
P(v,1,h) active power output of photovoltaic panel » in scenario
s, control level I and hour h

LSH(s,1,h) load to be shed unwillingly in scenario s, control level
I 'and hour h

u(i, h) binary variable indicating commitment state of IIDG i
at hour h

y(i,h) binary variable indicating start-up state of IIDG i at
hour h

z(ih) binary variable indicating shut-down state of IIDG i at
hour h

ul(i, h) binary variable indicating commitment state of IIDG i

at hour h and control level |

islanded microgrids is based on the P-f droop methods [6-8].
Indeed, droop based controllers behave as the mimics of the syn-
chronous generator governors in which the power system fre-
quency is controlled by adjusting the active power outputs of the
committed generators [9-12]. Hence, by employing the P-f droop
control scheme in Inverter Interfaced Distributed Generators
(IIDGs), the microgrid frequency will suitably be controlled.

On the other hand, the participation of the IIDGs in the micro-
grid frequency control can be effectively managed through a hier-
archical control structure. The hierarchical structure consists of
Microgrid Central Controller (MGCC) as the main manager of the
microgrid and some Local Controllers (LCs) which work based on
the droop control method [13-16]. Inspired by traditional power
systems, the control functions of LCs and MGCC can be classified
as primary and secondary hierarchical frequency control levels,

respectively [6,7,14,15]. Concisely, in the primary control level,
droop controlled IIDGs immediately react to the frequency devia-
tions by releasing the scheduled primary reserves. In the secondary
control level, restoration and readjustment of the microgrid fre-
quency are tackled by means of MGCC which can be accomplished
subject to the operational policies of the EMS [17-19].

Recently, in the light of Demand Response (DR) concept driven
by the smart grid initiative, consumers have also the chance to
actively participate in the operational planning of the power sys-
tems. The consumer participation can be performed directly or
by means of third utilities known as Demand Response Providers
(DRPs). Owing to the DR definition [20,21], the consumers can take
part in the energy management system, especially when the
microgrid reliability is in question. Thus, the EMS can benefit from
the capability of the DR programs in provision the frequency
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control ancillary services and economizing the security manage-
ment of the microgrid. For example, in [22] a full linear ancillary
service demand response model has been proposed to incorporate
the demand response resources in the energy and reserve schedul-
ing of the large scale power systems. Also, the authors in [23-25]
has presented a similar step-wise incentive-based demand
response model to cope with the system uncertainties in the
operational planning of the smart distribution power systems. In
[26] the proposed DR response programs have been implemented
by intermediary of a DRP. Indeed, DRP as an active aggregator is
in charge to enable the participation of small consumers in the
day-ahead energy and reserve scheduling by delegation between
the DSO and end-user small consumers who assigned in the DR
programs.

On the other hand, despite several researches have investigated
different aspects of the microgrid energy management system, to
the best of our knowledge, no work has been dedicated to study
microgrid energy management considering to both security and
economical objectives, particularly with the emphasis on the fre-
quency control issues. In [27-30], a heuristic based multi-objective
optimization approach has been employed to schedule the DERs in
a microgrid. Also, in [31,32] energy management problem of an
islanded MG has been carried out in order to maximize the
utilization of the DERs with a cheap day-ahead operational cost.
However, in the above mentioned references, the great impacts
of suddenly load fluctuations or randomly RES power output vari-
ations on the microgrid resource scheduling were disregarded.
Also, no attention paid to the procurement of the microgrid reserve
requirements. In [33,34], using a stochastic-based optimization,
day-ahead energy and reserve resources of a microgrid have been
managed, however, the frequency dependent behavior of the DERs
and its impact on the microgrid reserve scheduling has not been
developed. Besides, in references [35-37], frequency based dynamic
performance of the DERs has been modeled appropriately, however,
precise reserve scheduling has been neglected and the optimization
procedure performed over a few minute time horizon and did not
cover the day-ahead energy requirements. Moreover, the great
impacts of the RES unit uncertainties like wind turbines (WTs) or
photovoltaic (PVs) were not considered. Likewise, though in
admired work [38], the primary and secondary frequency control
loops have been modeled appropriately, corresponding uncertainty
resources were not modeled and the microgrid security require-
ments were not reported. By reviewing the literature, the lacuna
of a detailed and thorough study on a frequency security
constrained energy management system of the microgrids is still
evident. Though precise scheduling and deployment of the primary
and secondary reserve resources considering to the microgrid fre-
quency management has been presented in [39], however, the pro-
ductive role of the demand response programs has been neglected.

Worth mentioning that direct coupling to the system frequency,
make the primary control reserves play as impressive variables in
the microgrid energy management strategy. In order to fill this gap
out, the steady-state frequency control performance of the VSIs are
modeled precisely. On the basis of the derived modeling a new
objective function which considers the microgrid day-ahead fre-
quency profile is proposed in order to properly control the micro-
grid expected frequency excursions in a cost-effective scheme. By
this way, both the economical and security-based purposes of
the microgrid will be achieved. Furthermore, to promote the pro-
posed EMS, a scenario-based two-stage stochastic programming
is used to model the effects of the microgrid various uncertainties
on the energy and reserve management problem. Furthermore, an
ancillary service demand response program is modeled per-
fectly and managed in coordination with the IIDGs to cost-
effectively control the microgrid frequency. The proposed energy
management system solves a frequency-security constrained unit

commitment problem of an islanded microgrid in a 24 h schedul-
ing time horizon. The whole problem is modeled using the
mixed-integer linear programming (MILP) to guaranty the
optimality of the solution. In summary, the main contributions of
the paper can be highlighted as:

e Precise modeling of the steady-state hierarchical frequency
control functions of a droop controlled microgrid;

e Proposing a novel frequency dependent objective function to
optimize the microgrid security;

o Integration an ancillary service demand response program into
the proposed frequency management problem to ensure the
microgrid frequency aware operational planning;

e Precisely scheduling of the microgrid day-ahead energy, pri-
mary and secondary control reserves through a well-organized
stochastic MILP framework.

The remainder of the paper is organized as follows. In Section
‘Hierarchical frequency control structure of microgrids’, microgrid
hierarchical energy management structure is briefly reviewed. Sec-
tion ‘Demand Response program’ presents the proposed demand
response program. In Section ‘Model description and problem formu-
lation’ the mathematical model of the proposed two-stage stochastic
MILP frequency control optimization is formulated. In Section
‘Simulation and Numerical Results’, simulation procedure in a micro-
grid test system is operated over a 24-h time horizon. The scheduled
day-ahead energy and reserve resources are illustrated. Also, in this
section, numerical results are analyzed. Lastly, some concluding
remarks are presented in Section ‘Conclusions’.

Hierarchical frequency control structure of microgrids

The hierarchical control structure of a microgrid including
several DERs is illustrated in Fig. 1. In this scheme, it is assumed
that all the dispatchable IIDGs are locally controlled by the P-f
droop method. The IIDGs will be enabled to control the frequency
excursions in proportion to their active power outputs [40].
Noteworthy, the RES units are not participated into the frequency
control function and it is assumed that they generate the stochastic
active power according around the forecasted values.

As depicted in Fig. 1, the droop controlled [IDGs automatically
release the primary control reserves to compensate the microgrid
frequency excursions. During this control level, not only the fre-
quency will be controlled but also the energy demands are shared
properly corresponding to the power ratings of the committed
DERs. However, after the primary response of the droop controllers
is fulfilled, the steady-state frequency may deviate from its nomi-
nal value due to the droop control inherent errors [5-7,40]. There-
fore, the secondary control level as the highest level in an islanded
microgrid will be activated. In this control level, the MGCC tries to
compensate the frequency errors by bringing the steady-state
frequency to a more secure range or even restoring the frequency
to its rated value. Modification of the frequency in the secondary
level can be obtained by readjusting the reference active power
set-points of the dispatchable IIDGs. Noticeably, the active power
set-points of the dispatchable IIDGs should be managed with
respect to the EMS operational policies.

To describe the frequency dependent control functions of a
droop controlled IIDG, the block-diagram of the hierarchical fre-
quency control structure of an IIDG is illustrated in Fig. 2. Once
an active power deviation AP, is occurred in the microgrid, it is
measured and calculated using Voltage and Current (V & I) mea-
surement, active power calculation and Low-Pass Filter (LPF) units,
respectively. The droop controller automatically changes the VSI
produced frequency in proportion to the AP, as expressed in

ladp
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Fig. 1. Hierarchical frequency control structure of a droop-controlled microgrid.
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Fig. 2. Hierarchical frequency control levels of a droop-regulated IIDG.

Eq. (1). This control action is performed during the primary control
level.

-1
m_p(f*fref):APg (])

The amount of the released primary reserve in the primary con-
trol level relies to the droop coefficient of the LC i.e. m, and also the
available capacity of the IIDG. The adjusted frequency is used by
the VSI inner voltage and current controllers to generate the
desired active power output (APys) by readjusting the PWM
switching signals. The final compensating active power AP, is

injected to the microgrid after passing the impedance. It is
assumed that the delay between primary source of the IIDG and
the interfacing VSI is negligible and the DC link in the VSI is capable
enough to supply the required power of the VSI. The adjusted pri-
mary frequency excursion may be out of the pre-specified secure
ranges. In this case, the MGCC can restore the system frequency
within the determined secure bounds by readjusting the reference
active power set-points of the IIDGs, i.e. Ps. The restoration pro-
cess should be performed subject to the supervisory economical
and environmental policies of the EMS. Noteworthy, the EMS
module can be installed at the MGCC or be executed separately.

It should be mentioned there is an analogous control for the
reactive power and the corresponding voltage deviations through
Q-V droop method, which is not considered in this paper.

Besides, as it is observable in Fig. 1., in the grid-connected
mode, to ensure an efficient sophisticated operational scheduling,
the MGCC optimizes power exchanges with the main grid by prop-
erly coordination with the DSO. The interactions between the DSO
and different MGCCs of several grid-connected microgrids can be
also presented as the tertiary frequency control functions. In the
tertiary control level, the DSO is in charge to operate the intercon-
nected microgrids coherently subject to the up-stream power sys-
tem policies. Moreover, the tertiary control level helps the MGCCs
improving the associated control functions in accordance to the
secondary level. In a nutshell, the hierarchical control and energy
management system of a microgrid, through various power man-
agement strategies, not only should cost-effectively augment the
reliability, sustainability and security levels, but also help improv-
ing power system restoration capability by provision adequate
ancillary services.

Demand response program

Realizing the smart grid eventual targets cannot be provided
without thoroughly paying attention to its substantial achieve-
ment, i.e. Demand Response (DR), which is concentrated on
actively participation of the consumers in the power system oper-
ational planning. DR can help power system operators reducing the
overall stresses in the terms of augmentation system reliability,
particularly when it is expected to be in question. As mentioned,
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Price microgrid energy management system is a progressive step
towards the microgrid eventual concepts. The EMS can exploit
! the DR advantages, specially the dispatchable incentive-based

ones, to enhance the flexibility, efficiency and security indices of

the microgrid. To the best of our knowledge, no attention has been

‘ ! : paid to the usefulness of the DR programs in providing frequency

control ancillary services in islanded microgrids. The present paper

f } contributes to propose an ancillary service demand response pro-

‘ i : 3 gram in the frequency management approach of a droop controlled

i ‘ ‘ : f | islanded microgrid. It has been assumed that the proposed DR pro-

0 Dn D, D, [53 " D,. D,, Dm Deman; Power gram can participate only in the secondary frequency control level
of the hierarchical control structure. The reason is that in the sec-

Fig. 3. Step-wise demand response price-demand curve. ondary control level, there is enough time to reduce load consump-

tions properly, while in the primary level and without advanced

control requirements, consumers may not be able to contribute

frequency control in a microgrid is so crucial that acquires precise in the frequency management procedure as fast as the droop con-
management of the energy and reserve resources. In this scheme,  trolled 1IDGs are capable to. In this paper, it is assumed that con-
providing a coordinated contribution of the DR programs in the =~ sumers can participate in the microgrid energy management
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e Construction the PDFs for the considered uncertainties based on the
forecasted errors of WT/PV, load power and availability status of the
IIDGs

o Discretization of the PDFs according to Fig. 5

o Generation the random scenarios using the MCS and RWM strategies

Calculation the probability of the scenarios using the Egs. (10)-(11)

J

N\

e Executing the proposed simultaneous backward scenario-reduction
algorithm
e Elimination the low probable and similar scenarios based on distance

First Stage

index between scenario pairs

e Reducing the scenario numbers to NS

e Determining the stochastic level of the load demand, WT/PV active
power outputs and availability status of the IIDGs /

!

K e Formulating the frequency security based objective function (Eq. (49h
o Constructing the energy management problem according to Eq. (50)

[ Scenario Reduction ] [ Scenario Generation ]

)

e Determination the upper values of the microgrid day-ahead
operational cost and emission using the payoff tables (¢1 and ¢2)
e Execute the MILP model subject to the linearized operational

)

MILP-based Optimization

constraints:

(1) Power balance constraints (Egs. (12) and (13))

(2) Frequency dependent constraints (Egs. (21)-(25))

(3) Physical energy and reserve limitations of the DERs (Egs. (26)-
(33)

(4) Ramp up/down limitations of the IIDGs (Eqs. (34)-(37))

(5) Techno-economic-environmental policies (Eqs. (46)-(48))

\ (6) Complementary operational restrictions (Egs. (14)-(20)) J

Managing the microgrid sourly static RMS-frequency profile

Second Stage
v

[

[

Day-ahead energy and reserve scheduling

Optimal day-ahead Optimal participation level Ensuring the microgrid
active power set-points of the DRPs in the energy economic-environmental
of the committed I[IDGs and reserve provision frequency security

Fig. 4. Proposed two-stage stochastic MILP-based frequency management problem of microgrid.
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system by intermediacy of a DRP. If it is needed, the DRPs are called
by the EMS and paid in proportion to the performed load reduc-
tions. Each DRP submits its demand reduction bids in the form of
a M step-wise price-demand package as depicted in Fig. 3.

Dmax and Dy, are sum of all deployed load curtailments and
minimum acceptable load reduction that each DRP can carry it
out, respectively. o, and Pd,, are offered price and reduced demand
level of mth step, respectively. Pd is total hourly curtailed load. R’
and RY" are the scheduled up and down demand-side reserves,
respectively which are presented by the DRP as the secondary con-
trol reserves. Egs. (2)-(7) describing the proposed DR programs as

follows:

Diin < Pdyy < D, VM =1 (2)

ngdngm_Dm—luVI:2737---7M (3)
M

Pd = "Pdp, (4)
m=1

Dmin § Pd < max (5)

Pd + R§" < Dinax (6)

Pd — R;" > Dnin (7)

Costs associated to the participation of the consumers in the
microgrid energy (Cﬁ) and reserve (C‘j) management are men-

tioned by Egs. (8) and (9), respectively. i’ and cd" are costs corre-
sponding to the up and down scheduled demand response
secondary control reserves, respectively.

M
CE = ot - Pl (8)
m=1

Co=c Ry +ci" Ry 9)

Model description and problem formulation

The MGCC is responsible for optimal reserve provision of the
microgrids such that both the economical and security targets
are achieved. The control functions of the MGCC are more crucial
during the islanded operation where the various uncertainty
resources have more dominant effects on the microgrid frequency
and reserve management problem. In this paper, a well-organized
two-stage MILP-based stochastic programming optimization is
adopted to cope with the microgrid uncertainties. In the first stage,
system uncertainties are modeled by generating some random sce-
nario using Monte-Carlo Simulation (MCS) and Roulette Wheel
Mechanism (RWM). Next, an efficient scenario reduction algorithm
is employed to promote the computational effort of the model. In
the second stage, the proposed frequency management approach
is formulated using an MILP model. The optimization problem is
solved according to the probabilities of the reduced scenarios.
The general framework of the proposed two-stage stochastic opti-
mization is presented in Fig. 4. Detailed descriptions are explained
in the following.

Ts

gi1 ((ZIZIWILd.h,s : qkl,h) : (ZZw:lwm_h,s : qkwt.h) : (Eiu:lwﬁgv,h,s : qkpv.h) : (Hgﬂyﬁf))

A Probablity
Density

Level 1

Qif -

Level 3 Level 2

I

Level §

Qoo

Level 7 Level 6
q1

-30 -20 -0 0 [ 20 30
Forecast Error

Fig. 5. Probability distribution function corresponding to the forecast errors.

First stage: Scenario generation and reduction

In order to model the uncertainties stem from the intermittent
WT and PV power outages, load demands and the availability sta-
tus of the IIDGs, the MCS and RWM strategies are employed to gen-
erate random scenarios with weighted probabilities. In this regard,
first, the WT and PV forecast errors are modeled using normal
Probability Distribution Functions (PDF) in which the mean values
are equivalent to the forecasted values of the WT and PV output
powers [41-43]. The load demand forecasted errors are also mod-
eled in an analogous manner. In this paper, the assumed PDFs are
divided into seven discrete intervals with different probability lev-
els as illustrated in Fig. 5. Each interval has a width equal to ¢
which corresponds to the standard deviation of the WT/PV power
outputs and load demand forecast errors. Then, the proposed
RWM methodology is used to determine the stochastic level of
the considered uncertainties. The forecast error probabilities are
normalized and filled out over the range of between 0 and 1 as
shown in Fig. 6. Then, using the MCS a random is generated in
the range between 0 and 1. The normalized forecast error interval
over the path in the roulette wheel in which the randomly gener-
ated number falls is selected as a scenario. It should be noted that
the summation of normalized probabilities over the roulette wheel
path are equal to one.

Moreover, to evaluate the robustness of the proposed frequency
management procedure, an N — 1 contingency analysis including
IIDG random outages based on Forced Outage Rate (FOR) of the
[IDGs is also simulated [43]. Similarly, a random number is gener-
ated in the range of [0,1] using the MCS and compared to FOR of all
the IIDGs. If the produced number is smaller than the FOR, the unit
is out of service in that hour and scenario, otherwise, the IIDG is
available. The final scenario is a vector consists of the produced
scenarios for the WT/PV, load forecasted errors and the availability
status of the IIDGs. Finally, the probability of each scenario is
obtained by normalizing all the produced weighted scenarios as
explained in Egs. (10) and (11).

22~ WIS (1 FORY) + (1~ W) . FOR™

B Zg’i] ﬁi] ((ZZIWILd.h.s : ka,h) : (Zﬂmzlwmm : kar,h> : (Ezyzlwﬁﬁv,h‘s : qkpv,h) : (Hf]:gl))!’%)) 7

Vs=1,...,Ns (10)
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Fig. 6. Roulette Wheel Mechanism for normalized probabilities of considered forecast errors.

where Wi, Wil . Wiy, are binary variables indicating the
status of selection of kith load interval, kwtth wind turbine power
interval, kpvth photovoltaic power interval in hour h and scenario
s, respectively. The value 1 indicates the selection of corresponding
interval. qyp, Qiwen and Gy, are the probability of ki, kwt and kpv
interval in the PDF of the forecasting error of load, wind output
power and photovoltaic output power, respectively. yP¢ denotes
the share of the IIDG outage probability in ©; which can be also
determined in a similar way using the applied MCS strategy in a
24 h scheduling time horizon. Wi is a randomly generated binary
variable shows availability status of the ith IIDG at hour h and in

scenario s, where W{p¢ = 1 means that ith IIDG will be available
= 0 expresses that the IIDG i
is employed to explain Forced

in hour h and scenario s and W/7e

is out of service in that hour. FOR/™®

Outage Rate (FOR) of ith IIDG.

The dependency of the computational requirements to the
number of generated scenarios makes it necessary to use an effec-
tive scenario reduction algorithm for solving the large scale sce-
nario based optimization models. The cornerstone of the scenario
reduction algorithms is based on discarding the low probable or
very similar scenarios. In this paper, the simultaneous backward
scenario reduction technique is applied to satisfy the trade-off
between the computational efficiency and the solution accuracy
[44]. Concisely, in the proposed scenario reduction algorithm, it
is aimed to reduce the number of the generated scenarios such that
the scenarios with minimum distance in probability and scenario
structure are removed [44,45].

Second stage: MILP-based optimization

In the proposed optimization framework, the microgrid expected
frequency excursions should be minimized such that the day-ahead
operational cost and emission levels lie in the pre-specified secure
ranges. Moreover, the technical constraints of the microgrid energy
and reserve management are also taken into account.

Constraints

(1) Power balance. Hourly power balance in the islanded micro-
grid in the normal and during the primary and secondary
control levels are denoted in Eqs. (12) and (13) as follows:

Nk

Zpgzh —s—Zwah +ZPD (v,h) +Zpdkh ) = Load(h)

(12)

Ng Nw Nv Nk
> Py(i,Lh)+> Py (w,Lh) + Y P (v,1h) + ) Pd(k,1,h)
i=1 w=1 v=1 k=1

= Load’(I,h) + AP(s,1,h) — LSH(s, I, h), VI = pri, sec (13)

Worth mentioning that the WT, PV units are not partici-
pated in the primary and secondary control levels, there-
fore, the amount of their generated active power are not
changed during the primary and secondary control levels.
Likewise, the amount of the accepted energy of the DRPs
will not be changed over the primary control level and
equals to its accepted energy level in the normal condition

as explained by Eq. (15). Besides, it is assumed that the
commitment state and the reference power set-points of
the available IIDGs are not changed during primary level
as described by Egs. (14)-(17):

Pd*(k,1,h) = Pd(k, h), VI = pri (14)
Pyes(i, h) = Py (i, h) - u(i, h) (15)
WIRS - Poy(i 1 h) = WiPS - P(i. 1 h) - u'(s,i,h), VI=pri (16)
Wiks - u(i.h) = Wige - u'(s,i,h), V1= (17)

It is assumed, whenever the dispatched IIDGs are not capa-
ble to generate the required power demands, the EMS is
authorized to shed an amount of the microgrid load in the
primary and secondary control levels, as expressed by
Eqgs. (18) and (19):

Ng

Nw
LSH(s,I,h) = Load" (I, h) Z (i,L,h)=> P, (w,Lh)
w=1

Nk
-ij,(y,l, — AP(s, 1 h) ZPdS (k.Lh),
v=1
Vl=pri, sec (18)
0 < LSH(s, 1, h) < Load’ (I, h) (19)

Also for the sake of a detailed modeling, the inherent elas-
ticity of the electrical loads to the system frequency is consid-
ered as described in Eq. (20):

APY(s,1,h) = D(s,1, h).Af(s,1, h), VI =

APY(s, 1, h) denotes the load contribution due to the load-fre-
quency dependency of the consumers in scenario s and at
hour h.

pri, sec (20)

(2) Frequency dependent constraints of DERs. To achieve an opti-

mal energy management scheme of a microgrid in accor-
dance to the frequency security aspects, frequency
dependent behavior of the droop controlled [IDGs must be
modeled precisely. In the primary control level, committed
[IDGs should automatically respond to the microgrid fre-
quency excursions according to the droop characteristics
and their available power capacity. In the secondary control
level, the MGCC is responsible to ensure the microgrid fre-
quency in a robust equilibrium point which can be per-
formed by readjusting the reference power set-points of
the available IIDGs. As illustrated in Fig. 2, the available
IIDGs and the DRPs, in the primary and secondary control
levels, are responsible to alleviate the active power devia-
tions occurred in the microgrid as follows in Eq. (21).

Ng

i=1
Nv
ZAPv(s, v, 1 h)

Nk Ng
— > APd(s, k,1,h) - Z (1 —WIPS) - APy(s,i,1, h)
k=1

i=1

LSH(s, 1, h) (21)

= Aload(s, 1, h) — ZAPWszh

w=1

+ APY(s, 1 h) —
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Furthermore, in this paper it is assumed that the DRPs are not
participated into primary frequency control and sustain their
accepted energy levels in the normal condition, therefore,
M APd(s, k, 1 h) =0. The MGCC corrective control
action applied to ¢3¢h 1IDG can be explained by Eq. (22):

3 AP i,l,h YL Af(s,Lh
:; ref(s7l77 )7;(m) f(577 )7
(22)

Due to Egs. (15)-(17) and by combining Egs. (21) and (22),
the control functions associated to the LCs and the MGCC
can be presented as in Eqgs. (23) and (24), respectively:

Ng
ZAPg(S, i,Lh)
i=1

VI = pri, sec

, 1
W (s, () AL

—WIRs - APy(s,i,I,h), | = pri (23)

PLliL0) = WIE (i) [Pyl = (o) afs L)

I =sec (24)
In this paper, since only the islanded mode of the microgrid
operation has been considered, it is assumed to provide a
more reliable power sharing, the EMS as the owner of all
the DERs, is allowed to operate all available droop controlled
IIDGs as well as the DRPs in a cost-effectively coordinated
framework. Furthermore, to ensure the frequency excursions
are controlled in a secure range, it is assumed the microgrid
primary and secondary frequency excursions must be smaller
than some maximum allowable frequency excursion limits
which can be determined by means of the EMS, as follows
in Eq. (25).

|Af(s, 1, h)| < Af™, VI = pri, sec (25)

(3) Techno-economic constraints of DERs. DERs must satisfy tech-

nical limitations, such as upper and lower active power
restrictions of the available committed IIDGs and the sched-
uled reserve limitations. Eqs. (26)-(31) describe the power
and reserve restrictions of the IIDGs:

1IDG
Pmm( ) WI hs *

u(i,h) < Py(i,h) < PP - Wipiu(i,h) (26)

PP (i) - WIS -ul(i,h) < Py (1, Lh) < PR(i)- WiRSu'(i,h) - (27)

Rg(i,Lud,h) > WS (Py(i,1,h) — Py (i, h)), VI=pri, Vud = up
(28)
Ry(i,lud,h) > WIS - (Py(i,h) — Py(i, 1. h)), VI =pri, Yud = dn
(29)
Rg(i,Lud,h) > WS (P (i,1,h) — Pg(i,h)), VI =sec, Vud = up
(30)
(i,h) = Pl (i,1,h)), VI=sec, Yud = dn

1)

Ry(i,lud,h) = Wip<- (P,

Egs. (28)-(31) describe that the precise amounts of the [IDG
control reserves are determined in proportion to the largest
possible values of the primary frequency excursions among
all selected scenarios at each hour. Besides, the DRPs should
consider the up/down demand side reserve constraints as
follows in Eqgs. (32) and (33):

Ry(k,lud h) > (Pd’(k,1,h) — Pd(k,h)), VI = sec, Yud = dn

= (32)
Ra(k,l,ud h) > (Pd(k,h) — Pd*(k,1,h)), VI = sec, Yud = up

(33)

Furthermore, the IIDGs ramp up/down constraints are consid-

ered in a linearized form as follows in Eqs. (34)-(37):

Pg(i,h) = Py(i,h — 1) < mmp,”” (1 —y(i, ) +ramp}* - y(i,h) (34)
Po(i,h — 1) = Py(i, h) < ramp®™ - (1 — z(i,h)) + ramp$® - z(i,h) ~ (35)
y(@i,h) —z(i,h) —u(i,h) + u(i,h—1)=0 (36)
y(@i,h) +z(i,h)—1<0 (37)

Also minimum up/down time constraints of the available IIDGs
are satisfied according to the secure boundaries. Besides, opera-
tional costs associated to the scheduled energy and reserves are
presented as the linear functions in Egs. (38) and (39), respectively:

Cy(i,h) = a; - u(i,h) + b; - Py(i,h) + GV - y(i.h) + G” - z(i,h)  (38)
Cy(i,lud, h) = py(i. 1 ud) - Ry(i,1,ud, h) (39)

Costs of operation of the renewable energy sources including
WT and PV units are described by Eq. (40):

CRgs(h =Py ZPW W h +p1/ Zpy l/ h

w=1

(40)

Eqgs. (41) and (42) present the stochastic operational costs of the
[IDGs and RESs:
C;(Ll,h) =a;-u'(i,h) +b; - Ps(l Lh), Vl=

pri, sec (41)

C;Es(lv h) =Py ZP;/(Wv 17 h) + Py ZPSv(u lv h)* vl = pTl, sec (42)
w=1 v=1

Also, the costs corresponding to the demand response programs
can be calculated by Eqgs. (43)-(45):

Chik,h) = Zocm (k) - Pdy(k, h) (43)
m=1

CR(k,1,ud, h) = pf(k) - Ry(k,l,ud, h) (44)

Ci(k,1,h) = Zocm ) - P’ (k, 1, h) (45)

The day-ahead microgrid total operational cost including the
costs of the energy and reserve provision as well as the costs cor-
responding to the operational requirements in the reduced scenar-
ios can be described by Eq. (46):

ZCE (i,h) +ZZZCR (i,L,ud,h)

i=1 ud
Nk

+ZCE (k,h) +ZZZCR (k,Lud,h)

k=1I=sec ud

(i,1,h) + Cpes (1 h)+Zc;(k,1,h)>>
k=1

+Cres(h

£ (53

=1
| +VOLL.ELNS(h)

(46)
The term ELNS stands for the expected load not served and can
be expressed by Eq. (47).

Zns Z [LSH(s, 1, h)]

VOLL represents the value of lost load which has been deter-
mined by means of the EMS. To consider the environmental pur-
poses of the microgrid operational planning, total day-ahead
produced CO, emission of the dispatchable IIDGs can be formu-
lated as Eq. (48):

ELNS(h (47)

qulp
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Nh N;
EmissionMC:Z {iQCOZ -Py(i,h) +Zns (ZZQC(’Z @i,Lh) )]

h=1
(48)

Objective function
In this paper, it is assumed, the microgrid frequency will be
controlled as the main objective function. Eq. (49) explains the
mathematical modeling of the proposed objective function:
Ns

Frequency,,; = Zns (ZZAf (s,1,h)| ) (49)

It is aimed to manage the islanded microgrid frequency subject to
the reasonable operational cost and emission requirements and in
accordance to the EMS operational policies. Succinctly, the proposed
optimization framework can be presented as follows in Eq. (50):
Min Frequency,,

s.t.

Costyc < nMG
Emissionye < 1k,

(50)

where #$,. and 7%, are allowable microgrid cost and emission oper-
ational levels through which the frequency management approach
is justified.

As it can be observable in the objective function description,
there is an absolute function which causes the model to appear
as a non-linear model. To make this nonlinear term behave line-
arly, two positive variable as Af*(s,1,h) and Af (s, 1, h) are defined
and convert the nonlinear function (|Af(s, 1, h)|) to a linear term as
described in Eq. (51):

|Af(s,1,h)| = Af* (s, h) + Af (s, 1 h);

51
AF(s,Lh) = AF (s, LK) — AF (5,1, h); G1
=]
S 20/0.4 kV
&) 1 8
.E Static
g Switch

By substitution of the linearized Eq. (51) into the proposed MILP
model, the microgrid energy management system has this capabil-
ity to consider either positive and negative frequency excursions.
For example, if the net power deviation causes the positive
frequency excursion, the amount of Af (s,I,h) will be zero and
Af(s,1,h) = Af(s,1,h). Vice-versa Af(s,I,h) becomes zero in the
scenarios net power deviations cause negative frequency
excursions.

Simulation and numerical results

The considered microgrid test system is depicted in Fig. 7. It is
assumed all the IIDGs including two Fuel Cells (FCs), two Micro-
Turbines (MTs) and a Gas Engine (GE) are controlled using the
proposed P-f droop method. Three wind turbines with total
250 kW and two photovoltaic panels with total 140 kW capacities
are also considered. The operational costs corresponding to the
WTs and PVs active power output are 10.63 and 54.84 cents/
kW h, respectively [16]. In this study, the FOR of all the IIDGs are
assumed to be equal to 0.03. Technical and economical data of
the simulated microgrid have been taken from [16] and listed in
Tables 1 and 2, respectively.

Two DRPs using step-wise price-demand packages are consid-
ered to be participated into the proposed energy management
system. Table 3 illustrates the DRPs’ offer packages.

The forecasted values of the microgrid hourly load, WT and PV
active power generations are depicted in Fig. 8.

The value of lost load (VOLL) has been selected as 1000 cent/
KW h. In the first stage of optimization, 20 reduced scenarios have
been remained and applied to the second MILP based optimization
stage to minimize the expected frequency excursion over a 24 h
time horizon. In the second stage, two case-studies have been
defined as illustrated by Table 4. In case 1 the DR programs are

Fig. 7. Microgrid test system.
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Table 1
The technical data of microgrid dispatchable 1IDGs.
DG unit PP (kW) P (kw) ramptP/an (kW) ramps/sd (kW) my, (MHz/kW) Q%2 (kg/kW h)
MT 25 150 100 150 10.00 0.550
FC 20 100 100 100 15.00 0.377
GE 35 200 150 200 7.50 0.890
Table 2
The economic data of microgrid dispatchable IIDGs.
DG unit a; (cents/h) b; (cents/kW h) GV (cents) CiP (cents) PP/ = pri) (cents/kW h) pYP(1 = sec) (cents/kW h)
MT 85.06 4.37 9 8 6.00 2.10
FC 255.18 2.84 16 9 4.00 1.50
GE 212.00 3.12 12 8 3.80 1.70
Table 3
Price-demand offered package of the DRPs.
DRP1 Demand (kW) 0-25 25-65 65-95 95-120
Offered price (cents) 0.3 0.48 0.60 0.75
DRP2 Demand (kW) 0-40 40-60 60-85 85-135
Offered price (cents) 0.25 0.45 0.65 0.80
Load Photovoltaic =====< Wind
; 700 140
= 600 VAN Z 120 ’ 7
5 _~ \ 2 TANIYAYS
£ 500 5 100 / CE A Py
> / \ s \ U | WP WP
& 400 z 80 7 A W A
= / = N v
& 300 = = 60 e
Z E /N
g 200 2 40
S 5] r"
S 100 2 20 \
= 2 / \
0 = errr——————te———————r .
1 3 5 7 9 11 13 15 17 19 21 23 1 3 5 7 9 11 13 15 17 19 21 23
Time (Hours) Time (Hours)
Fig. 8. Forecasted active power values of Load, WT and PV units.
Worth to be mentioned, the EMS may be able to control the
Table 4

The considered case-studies by means of EMS.

Case TMinax (cent) Minax (kg) Afp (MHz)
Case 1 400,000 14,750 +350
Case 2 225,000 8200 +350

not included in the EMS, while case 2 presents an energy manage-
ment system in which the proposed ancillary service DR programs
are integrated. It has been considered in both cases the MGCC
manages the available reserve resources such that the secondary
frequency will be restored to its nominal value.

Table 5
Break-down of the optimization results.

microgrid frequency excursions as minimum as possible, however,
the values of the associated operational cost and emission will
become very expensive which does not match to the microgrid
eventual goals. To verify this claim, two simple payoff tables have
been drawn out in 1 and (2 matrices. Thus, owing to the superior
importance of the microgrid security procurement, particularly in
islanded mode, the present paper proposes a highly constraint
optimization problem in order to manage the microgrid frequency
in a cost-effective manner. To attain an appropriate solution, the
MILP model is solved using the powerful CPLEX solver in the GAMS
environment [46]. The values of #S,, and #%f,, can be easily
obtained using a simple analysis over the calculated payoff tables
as well as in accordance to the EMS decision makings. In the ¢1

Case Costyc (cent) Emissionyc (kg) Frequencyy,; (MHz) ELNS (kW h) Energy providing cost Reserve scheduling cost
IIDG RES DR Primary Secondary DR
1 395170.67 14701.78 0.241 128.60 50543.18 46399.93 - 13851.75 4937.37 -
2 217128.38 8171.14 0.289 0.398 32033.57 46399.93 1079.99 15380.49 3942.45 54421
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and @2, the left, middle and right columns are maximum and min-
imum values of Costyc, Emissionyc and Frequency,,;, respectively.

[375188.239  16714.547 3.154]
@1 = | 7851854.191 8125720 4642 |;
5703339.711 12581.613 0.461 |
(190958979  8217.742 4.906 ]
02| = | 10691446.366 1842245 6212
| 7727403.846  8178.501 0.487 |

The optimization results over the considered 24 h time horizon
have been broken down in Table 5.

Comparing the optimization results in cases 1 and 2 reveals that
employing the DR programs reduces the amounts of the microgrid
day-ahead operational cost and emission levels. Besides, the
amount of the involuntary load shedding in case 2 has been signif-
icantly decreased as it is understandable from the ELNS values in
Table 5. The striking outcome from the incorporation of the DR
programs into the microgrid frequency management procedure
can be interpreted by the reduced cost associated to the provided
energy by the IIDGs within18059.61 cent Day~!. Furthermore, the
DR integration causes the cost of the scheduled secondary control
reserves to be decreased from 4937.37 to 3942.45 cents. However,
the cost of the primary control reserves has been increased in case
2. It is because of that the DR programs have not been participated
in the primary frequency control level. On the other hand, the par-
ticipation of the DRPs into the providing the energy requirements
of the microgrid resulted to that the expensive [IDGs do not com-
mit in some hours. This makes the primary frequency excursions
be larger due to the lower amounts of the online droop controllers.
The greater amount of Frequencyy in case 2 verifies this claim. As
a result, the remained committed IIDGs have to generate more
active power in the primary level to cope with the greater primary
frequency excursion. Hence, the scheduled primary reserves in
case 2 have became more costly comparing to case 1. Nevertheless,
total operational costs have been considerably reduced and DR
programs economized microgrid hierarchical frequency control.

Figs. 9 and 10 show the provided energy in cases 1 and 2,
respectively. Clearly, in case 2 where the DR programs have been
employed, the provided energy by the IIDGs is reduced and accord-
ingly the total operational cost and emission have been decreased.

The amounts of the scheduled up/down primary control
reserves in cases 1 and 2 are depicted in Figs. 11 and 12, respec-
tively. Negative values indicating the downward frequency control
reserves.

Generally, the amounts of the scheduled primary control
reserves depends to the maximum amount of the positive or neg-
ative hourly primary frequency excursions among all the reduced
scenarios, number of the committed units of each IIDG type and
the P-f droop characteristics of available committed IIDGs. For
example, in case 1, at hour 15, the maximum negative and positive
primary frequency excursions are —291.545 and +116.091 MHz,

BMT OFC OGE

Energy (kW)

Time (Hours)

Fig. 9. Provided energy in case 1 without DR.

OMT OFC OGE ODR

600
500
400
300

200 U B gl H
100 YHHEEE HH N

Energy (kW)

T

0 LU U OO U U LU ||

12345678 91011121314151617 18192021 222324
Time (Hours)

Fig. 10. Provided energy in case 2 with DR.

OMT/up BMT/dn OFC/up BFC/dn OGE/up OGE/dn
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Fig. 11. Up and down primary frequency control reserves of available IIDGs in
case 1.

OMT/up BMT/dn OFC/up BFC/dn OGEup BGE/dn

Primary Reserve (kW)

1234567 8 9101112131415161718192021222324
Time (Hours)

Fig. 12. Up and down primary frequency control reserves of available IIDGs in
case 2.

respectively and all the IIDGs have been committed. Therefore,
the precise amounts of scheduled upward primary reserves are
29.779 kW for each MT, 19.825 kW for each FC and 39.705 kW
for GE. Likewise, scheduled downward primary reserves are
11.806 kW for each MT, 7.870 kW for each FC, and 15.741 kW for
GE. In case 2, at hour 24, because of the presence of DRPs in the
microgrid energy and reserve scheduling, one of the FC units has
not been committed and the other unit has generated 24.54 kW
which is also close to its minimum value. As a result, participation
of the FC units in the primary frequency control reserves has been
halved in comparison to the condition in which two FCs have been
committed. Generally, as discussed above, the amounts of the pri-
mary frequency control reserves are larger in case 2, where DR pro-
grams are considered with respect to case 1, because lower
number of the committed IIDGs yields greater frequency excur-
sions and accordingly requires higher primary reserves.

Figs. 13 and 14 demonstrate the scheduled up/down secondary
frequency control reserves in cases 1 and 2, respectively. Typically,
secondary control reserves are managed by means of the MGCC
such a way the microgrid cost and emission secure ranges will
be satisfied. The MGCC changes the reference power set-points of
the IIDGs to determine the amounts of adequate secondary control
reserves and restore the frequency excursions of each scenario to
the nominal value.

qulop
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Fig. 13. Up and down secondary frequency control reserves in case 1.
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Fig. 14. Up and down secondary frequency control reserves in case 2.

Observably, the participation of the demand response programs
into the secondary control level reduces the cost of the scheduled
secondary control reserves from 4937.37 to 4486.66 cents Day .
For a more detailed analysis, the optimization results during the
scenario 5 with the highest probability have been broken down
over three hours. The selected hours are 2, 11 and 19 with 275,
430 and 660 kW forecasted load demands, respectively. The hours
have been chosen such that all the off-peak, valley and peak load
consumptions have been analyzed. The techno-economic optimi-
zation results and the associated expected values in the scenario
5 are listed in Table 6. Furthermore, the provided energy and active
power outputs of the IIDGs related to the LCs and the MGCC fre-
quency control functions in the primary and secondary levels are
represented in Table 7.

In hour 2, the microgrid experiences 38.98 kW total active
power deviation which consists 16.20 kW WT and 55 kW load con-
sumption rises. The committed IIDGs and accepted DRPs are in
charge to compensate the 38.98 kW power shortage that causes
the microgrid frequency to fall within 82.555 MHz in case 1 and
96.314 MHz in case 2. These frequency excursions can be easily
calculated according to Eq. (23) as follows:

Table 6

Techno-economic optimization results in scenario 5 over considered hours 2, 11 and 19.

= —38.980+0.453
wsel =1/0.01+1/0.01+1/0.015+1/0.015 + 1/0.0075
=-0.082557 Hz

Af(5,pri,2)

Af(Sprl, 2)|ca362
_ —38.980+0.528
~1/0.01+1/0.01+1/0.015+1/0.015.(0)+ 1/0.0075

=-0.096131Hz

In case 2, one of the IIDGs have not been committed and the pri-
mary frequency excursion fallen more severely. The LCs must
increase the committed IIDGs active power outputs corresponding
to the IIDG P-f droop characteristics as presented in Table 7. For
example, in hour 2, in case 1, two committed FCs have released
2 x 0.082557/0.015 =11.007 kW primary active power output to
compensate the primary frequency drop. However, in case 2, one
of the FC units has not been committed and the released primary
active power has been decreased.

Analogously, in hour 19, the EMS must cope with 21.84 kW
wind power increase, 7.14 kW photovoltaic power output increase
and 33 kW load consumption decrease and consequently totally
61.98 kW active power surplus. Accordingly, the primary fre-
quency excursion rises within +129.905 MHz according to Eq.
(24). The committed IIDGs in this condition must decrease their
active power output to mitigate the risen primary frequency excur-
sion owing to Table 7. For example, in case 1, the GE unit reduces
its active power output from 182.771 to 165.063 kW. The MGCC
readjusts the reference power set-points of the available IIDGs to
restore the microgrid frequency to its nominal value. The MGCC
should also consider the economic-environmental policies of the
energy management system according to Table 7.

Noticeably, modeling the load-frequency dependency in the
primary frequency control makes the frequency excursions be
lighter and help committed IIDGs generating lower primary active
power and therefore reducing the hourly operation cost and emis-
sion. For example, in case 2, in hour 2, the frequency excursion
would occur on 0.097450 Hz if the load contribution neglected.
This would cause the committed IIDGs to generate 185.528 kW
comparing to 185 kW in which the load-frequency dependency
has been modeled. Besides, integration of the DR programs in case
2 has an efficient effect on decreasing the total cost and emission
levels with. Also, the amounts of the active power outputs of the
[IDGs in both the primary and secondary control levels have been
reduced in case 2. Meanwhile, the MGCC and the LCs have pro-
vided control functions with higher degrees of freedom due to
the active participation of the demand side resources in the micro-
grid energy and reserve scheduling.

To provide a more robust energy management system, possibil-
ity of the DER outages due to the occurrence of a random contin-
gency is also taken into account in the scenario generation
procedure. By this way, the EMS has to control the
frequency excursions not only with the consideration of the RES

Hour Case Total active power Primary frequency

Primary load

Total generation Total emitted CO, Total generation cost

variation (kW) excursion (MHz) contribution (kW) level of IIDGs (kW) (kg) (cents)
Primary Secondary Primary Secondary Primary Secondary
Hour 1 38.980 —82.557 -0.453 247.230 247.230 136.99  137.60 1756.01 1753.12
2 2 38.980 -96.131 -0.528 185.000  45.715 116.10 25.14 132438  284.83
Hour 1 51.560 —108.486 —-0.933 334515 334.610 184.28  172.90 2000.74 1973.67
1 2 51.560 —108.486 —-0.933 186.560 131.56 110.04 117.08 1561.84  622.46
Hour 1 61.980 129.905 1.357 473.838 473.700 291.80  273.68 2723.12  2796.37
19 2 61.980 129.905 1.357 218.700 218.700 153.72  166.66 1638.62 1167.33
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Table 7
Generation levels related to the LCs and MGCC in scenario 5 at hours 2, 11 and 19.

DER Case EMS provided energy (kW) LC active power output (kW) MGCC reference power set-point (kW)
Hour 2 Hour 11 Hour 19 Hour 2 Hour 11 Hour 19 Hour 2 Hour 11 Hour 19
MTs 1 73.294 144.355 191.537 90.000 166.451 164.974 73.294 144.355 191.536
2 75.510 60.000 86.562 95.000 82.096 60.000 45.715 - 82.291
FCs 1 91.092 96.236 161.370 102.230 110.967 143.662 112.112 147.796 161.370
2 25.170 40.000 57.708 31.666 54.730 40.000 - - -
GE 1 43.862 42.458 182.771 55.000 57.189 165.063 61.822 42.458 120.791
2 45.328 35.000 80.160 58.304 49.704 62.491 45.328 35.000 52.807
DRs 1 - - - - - - - - -
2 62.230 148.050 255.000 62.230 148.050 255.000 201.515 203.050 255.000
Table 8

The optimization results in contingency scenario at hour 22 in cases 1 and 2.

Case Primary frequency excursion (MHz) DG Provided energy (kW) Scheduled up-reserve (kW) Generation level (kW)
Primary Secondary Primary Secondary
1 —260.508 MTs 162.865 53.262 83.88 205 246.736
FC1 82.245 17.754 0 100 82.245
FC2 26.325 17.754 55.92 0 0
GE 164.071 35.508 0.42 200 164.491
2 —350.000 MTs 78.976 71.56 0 150.536 104.779
FC1 26325 28.853 49,053 50.179 0
FC2 26325 28.853 0 0 0
GE 48.871 47.706 101.540 96.578 200
DRs 255.000 - - 255.000 255.000
- = =Case 1 Case 2 Thus, dt_Jring the outage of the_ FC2, the other IlDGs'and DRPs
< 601 have supplied end-user consumption demand and provide robust
2 60 wm energy and reserve management framework as illustrated in
2 991 \_/, N & Table 8. The Root Mean Square (RMS) values of the hourly primary
;’.: 598 T~ ! / f v/ frequency profile in the scenario 12, in which the contingency is
z 97 v 4 v, occurred, is depicted in Fig. 15. Due to the deactivation of the DR
£ 596 programs in the primary control level, the frequency excursions
E 59.5 and consequently microgrid reserve requirements are larger in
A 594 case 2 at hour 22.

T T T T T T T T T T T T T T T T T T T
1234567 8 91011121314151617 18192021 222324
Time (Hours)

Fig. 15. RMS-primary frequency profile in scenario 12 over the 24 h.

intermittency and load fluctuations, but also subject to the possible
contingencies associated to the committed IIDGs. In scenario 12, a
contingency occurred and the FC2 unit has been out of the service
in hour 22. The optimization results are listed in Table 8. As it is
presented, in case 2, the primary frequency excursion has been
set at —350 MHz which is the maximum allowable frequency
excursion limit. In other words, total active power deviation in this
case has been 150.606 kW power deficits. This power variation
causes the microgrid primary frequency excursion to fall within
376.515 MHz which is beyond the allowable frequency range.
Therefore, the EMS has to unwillingly shed an amount of microgrid
load to set the frequency excursion at maximum allowable margin,
i.e. 350 MHz. The amount of load shed can be calculated using Eq.
(18) as follows:

LSH(12, pri, 22) = Load"* (pri,22) — > _"P}*(i. pri, 22)
i
= Pu(w,pri,22) = Y P,(v,pri,22)
w v
— AP*(12,pri, 22) — > "Pd"*(k, pri, 22)
k

=624 - 297.29 - 64.22 - 0—-0.364 — 255
=7.48 kW

Conclusions

Microgrid frequency is a key control variable which should be
managed subject to the EMS operational policies to ensure the
microgrid security margins with justified cost and emission levels.
The present paper dealt with the cost-effective frequency manage-
ment of an islanded microgrid. For this purpose, the frequency-
dependent of droop controlled IIDGs was modeled precisely in
the steady-state. The hierarchical frequency control levels were
clearly described and the corresponding mathematical models
were formulated using an efficient mixed integer linear program-
ming. Moreover, a demand response program was proposed using
a step-wise price-demand package to be participated in the fre-
quency management approach. The MCS strategy was employed
to generate some random scenarios which model the forecasting
errors related to the intermittency of WT/PV power generations
as well as the fluctuations corresponding to the load consumption.
Besides, N — 1 contingency analysis including the possible outages
of the IIDGs was implemented to verify the robustness of the pro-
posed frequency aware EMS. Day-ahead numerical results demon-
strate the efficiency of the proposed EMS to cost-effectively
managing the microgrid frequency. The performances of LCs and
the MGCC have been evaluated and the associated primary and
secondary control reserves scheduled such that microgrid fre-
quency, cost and emission were sustained into some pre-specified
secure ranges. Demand response program integration in the
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proposed EMS promoted the microgrid operational aspects in
either the system security enhancement or economizing the
microgrid operational cost and emission. Lastly, the proposed
EMS verifies that the energy management issues in microgrids
should be scheduled such that not only ensures the economical
targets but also enhances the frequency security margins by
precisely modeling the microgrid frequency dependent control
functions.
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