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This paper presents a novel energy management system (EMS) for a microgrid to enhance the power sys-
tem security in a cost-effective manner. Small size of the islanded microgrids, high levels of intermittency
and energy fluctuations, lower inertia potential of inverter-interfaced distributed energy resources
(DERs) makes the frequency a vital factor in the microgrid energy management system that should be
managed subject to the economic–environmental policies of the microgrid EMS. The proposed model
is based on precise energy and reserve scheduling of the DERs in a droop-controlled islanded microgrid
to manage the possible microgrid frequency excursions. The expected value of the microgrid frequency
excursions stem from system power deviations is employed as a new objective function in this study,
which is aimed to be minimized using a two stage stochastic mixed-integer linear programming method.
In order to model the hierarchical control structure of the islanded microgrid, the frequency dependent
behavior of the droop-controlled inverter-interfaced DERs is formulated thoroughly. The proposed model
is applied to a typical microgrid test system. The primary and secondary frequency control reserves are
appropriately scheduled over a 24 h period. A methodology based on the Monte-Carlo simulation strategy
is adapted to generate some random scenarios corresponding to renewable generation variations, load
consumption deviations and contingencies of line/unit outages. The generated scenarios are reduced
and applied to the optimization approach. Moreover, using the proposed hierarchical control structure,
the microgrid frequency excursions are managed aptly in predefined acceptable ranges by readjusting
the reference power set-points of dispatchable DERs. Numerical results and detailed analyses effectively
verify the great importance of the frequency control modeling in the energy and reserve management
problem of the microgrids.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Recently, in order to promote the sustainability and reliability
of the power systems subject to economic and environmental con-
sciousness, the concept of smart grid has been presented. In order
to support this idea, distributed energy resources (DERs) are
widely exploited in the power systems. The operation of the DERs
is more salient in the distribution side of the power systems, closer
to the end-user consumers. In this scheme, microgrids can play as
controllable aggregators to actively manage variety of the DERs in
small islanded or grid-connected power distribution systems [1].
Microgrids not only alleviate the deteriorative impacts of individ-
ual non-cooperative exploitation of the DERs, but also providing
high quality energy services in accordance to the smart grid
eventual goals [2,3]. Achievement of these functions necessitates
the presence of an energy management system (EMS) to procure
security and controllability issues in promising levels [4]. Func-
tionally, EMS in a microgrid is in charge of appropriate synchroni-
zation with the main grid, robust damping of the microgrid
disturbances, optimal power sharing among DERs and providing
efficient power set points. Through appropriate control functions,
the EMS insures the microgrid power balance requirement and
consequently maintaining the system frequency stability [1–3].

Owing to the small scale power capacity of the microgrids, fre-
quency is critically exposed to severe deviations. This will cause
extensive load tripping and increase the risk of the possible system
damages. Indeed, system security significantly has greater impor-
tance in the microgrids, because the philosophy of the microgrid
concept is to procure a sustainable, clean and economical energy
for the consumers. Thus, frequency is a key control factor in the
microgrid management system [4–6]. As a result, properly control
of the microgrid frequency not only guaranties itself security but
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Nomenclature

Acronyms
DER distributed energy resource
DG distributed generation
DSO Distributed System Operator
ELNS Expected Load Not Served
EMS energy management system
ESF expected system frequency
LC Local Controller
LMCS Lattice Monte Carlo Simulation
MGCC Micro-Grid Central Controller
MILP mixed-integer linear programming
MINLP mixed-integer non-linear programming
RES renewable energy source
RWM Rolette Wheel Mechanism
TSC Total System Cost
TSE Total System Emission
VOLL value of lost load

Indices
i index of dispatchable distributed generation units

(DGs) from 1 to Ng
w index of wind turbines from 1 to Nw
v index of photovoltaic panels from 1 to Nv
s index of scenarios from 1 to Ns
h index of hours from 1 to Ns
m index of frequency control level could be equal to

pri (primary) and sec (secondary)
q index of scheduled reserves could be up or down

Parameters and constants
mp(i) frequency droop parameter of DG i
fref microgrid reference frequency
Df max

m maximum allowable microgrid frequency excur-
sion limit during control level m

ai fixed operation cost of DG i
bi first-order operation cost of DG i
SUCi start-up cost of DG i
SDCi shut-down cost of DG i
qi(m, q) cost up/down reserve of DG i in control level m
qw cost of operation of wind turbine w
qv cost of operation of photovoltaic panel v
Pmax

g ðiÞ upper level of active power generation of DG i
Pmin

g ðiÞ lower level of active power generation of DG i
RUi ramp-up limit of DG i
RDi ramp-down limit of DG i
RSUi start-up ramp of DG i
RSDi shut-down ramp of DG i
TUPi minimum up time of DG i
TDNi minimum down time of DG i

ECO2
i CO2 emission rate of DG i

Load(h) forecasted load consumption at hour h
Pw(w, h) forecasted active power output of wind turbine w

at hour h
Pv(v, h) forecasted active power output of photovoltaic

panel v at hour h
d0

i initial online hours of DG i at hour 0
r0

i initial offline hours of DG i at hour 0

Variables
ps probability of scenario s
Df(s, m, h) microgrid frequency deviation in scenario s, con-

trol level m and at hour h
um(i, h) binary variable indicating commitment state of

DG i at hour h and control level m
DPg(s, i, m, h) active power deviation of DG i in scenario s, con-

trol level m and hour h
DPw(s, w, m, h) active power deviation of wind turbine w in sce-

nario s, control level m and hour h
DPv(s, v, m, h) active power deviation of photovoltaic panel v in

scenario s, control level m and hour h
DLoad(s, m, h) active power deviation of microgrid load in sce-

nario s, control level m and hour h
WDG

i;h;s binary variable indicating availability status of DG
i in scenario s and hour h

Pg(i, h) Active power output of DG i at hour h
D(s, m, h) frequency elasticity of microgrid loads in scenario

s, control level m and hour h
Pref(i, h) reference power set point of DG i at hour h
Rg(i, m, q, h) scheduled up/down reserve of DG i in control le-

vel m and hour h
Loads(m, h) microgrid load consumption in control level m

and hour h
Ps

gði;m; hÞ active power output of DG i in scenario s, control
level m and hour h

Ps
ref ði;m;hÞ reference power of DG i in scenario s, control level

m and hour h
Ps

wðw;m;hÞ active power output of wind turbine w in scenario
s, control level m and hour h

Ps
v ðv;m;hÞ active power output of photovoltaic panel v in

scenario s, control level m and hour h
LSH(s, m, h) load to be shed unwillingly in scenario s, control

level m and hour h
u(i, h) binary variable indicating commitment state of

DG i at hour h
y(i, h) binary variable indicating start-up state of DG i at

hour h
z(i, h) binary variable indicating shut-down state of DG i

at hour h
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also helps saving the whole power system from undesirable black-
out events. In a microgrid, the frequency excursions can easily
stem from the renewable energy sources (RES) intermittent nature,
load demand variations and possible lines/units outages. Besides,
due to the characteristics of the produced energy from heteroge-
neous energy resources, the DERs are often connected to the micro-
grid via power electronic devices commonly known as static
voltage source inverters (VSIs) [7]. Therefore, the microgrids usu-
ally suffer from low inertia stack which may increase its vulnera-
bility in contrast to frequency deviations. Additionally, owing to
the considerable ratio of the power fluctuations to the load served
in the microgrids, it seems that the system frequency changes
faster and more unpredictably with respect to the conventional
synchronous generator based power systems. The problem is more
crucial in the islanded microgrids, since in the grid connected
mode, microgrid can rely on the main grid as a major power source
to compensate its inherent power variations. Therefore, role of the
EMS to control the system frequency in a cost-effective manner
and in compliance to the environmental agreements seems to be
crucial. In other words, the EMS is responsible to schedule DERs
in such a way that after any disturbances, there will be enough
reserves to manage the system frequency. Concisely, in the island-
ed mode, precise reserve management strategy is a significant
challenge needs to be investigated more thoroughly.
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Generally, energy management system in a microgrid can be
implemented in a centralized or decentralized manner. In the cen-
tralized structure, Microgrid Central Controller (MGCC) plays the
most prominent role in the EMS. The MGCC can be considered as
an interface between the Distribution System Operator (DSO) and
microgrid internal Local Controllers (LC) [1–3,8]. Despite the
decentralized operation in which decisions are determined locally,
in the centralized approach, the operational decision makings are
performed through the MGCC. The control functions of a microgrid
can be implemented through a hierarchical control structure. Sim-
ilar to the conventional power systems, the hierarchical control of
the microgrids consists of primary, secondary and tertiary levels
[9–11]. Primary control plays as a distributed automatic control
in each DER and procures primary control reserves proportionally
to the system frequency deviations. Secondary control reserves
are activated after the primary interval by adjusting the microgrid
DER set points to restore the system frequency to its rated value. It
is worth to be mentioned that tertiary control level is responsible
to control the power exchanges with the main grid and provision
an optimistic energy dispatch in the microgrid [12–15]. Notably,
the tertiary control approximately has similar functions as the sec-
ondary level and covers all other control levels [5,6].

To ensure the security, power balance and load sharing in the
islanded microgrids, appropriate control functions should be
applied to the interfaced VSIs. Especially, in the islanded microgr-
ids, the DERs should share the active power requirements properly
such a way the undesired circulating currents between the parallel
VSIs are avoided and also the VSIs are preserved of the thermally
overstressing risks [16]. Though, in the last decades, several control
techniques, such as master/slave, current/power sharing and other
hybrid methods were implemented to control the VSIs [17],
recently, the researchers have been more interested in the employ-
ment of the so-called droop control method. The original concept
of the droop controllers was first introduced by Chandorkar et al.
in 1993 [18]. Principally, the cornerstone of the droop control is
emulation of the behavior of the synchronous generators using
an inverse relation between injected active power and the system
frequency without the need to a massive communication infra-
structure [15]. Indeed, P–f droop control facilitates decision mak-
ings on the control actions to control the power balance on
account of the possibility of locally measuring the microgrid fre-
quency [19]. Indeed, automatic droop based controllers serve to
mitigate frequency deviations by releasing proper frequency con-
trol reserves which can be scheduled by means of the EMS. Obvi-
ously after any system imbalances, the steady-state frequency
may deviate from its nominal value, hence, the MGCC can perform
as a supervisory control in the EMS to restore the system frequency
to its nominal value while satisfying the microgrid optimal opera-
tional purposes [4,12]. In gist, provision of good performance in
accost of significant renewable energy and system load variations,
makes the necessity of a robust energy management system inte-
grated with the real-time control strategy and optimal day-ahead
energy and reserve scheduling be indispensible.

Although in the last two decades, several researches have been
dedicated to the microgrid energy management issues [20], there
is still a need of further investigation to thoroughly inquire into
the microgrid optimal energy management strategies, particularly
with emphasize on frequency control issues. Optimal day ahead
operational planning of a grid connected microgrid using heuristic
based optimization algorithms were studied in [21–30]. The pro-
posed EMS systems consider the microgrid energy dispatch subject
to the economic and/or environmental objectives in either deter-
ministic [21–24] or scenario-based stochastic [25–27] or based
on Hong’s point probabilistic [28–30] frameworks. Besides, to cope
with the microgrid uncertainty resources, authors in [31,32] have
also investigated a cost-effective methodology to determine the
capacity of an energy storage using sensitivity analysis [31] and
model predictive control [32] approaches. However, the effects of
the microgrid static frequency on the all mentioned energy man-
agement systems were ignored.

Furthermore, the EMS in the islanded [33,34] and grid-con-
nected [35,36] microgrids using a mathematical based mixed-inte-
ger nonlinear programming (MINLP) optimization method has been
investigated in order to maximize the DERs utilization in the light of
properly dispatching energy and reserve resources and achieving
the lower price of energy to the end-user active consumers. How-
ever, the MINLP models have deficiencies in ensuring the feasibility
and global optimality of the solution. Proposing a mixed-integer
linear programming (MILP) based EMS has been examined in [37]
using a simplified rolling horizon strategy. Despite the efficiency
of the proposed energy management systems, the focus of these
papers are mainly on upper level of the energy management sys-
tem, i.e. functions related to the MGCC, and the performance of
lower energy management level in the terms of the LCs’ perfor-
mance has been neglected. Obverse, investigation of the optimal
real time power sharing management between the DER units in
the islanded microgrids considering to short time based economic
criteria has been presented in [38–40]. Refs. [38–40] focused on
the dynamic stability satisfaction of the droop-regulated microgr-
ids. The real-time fuel cost was minimized subject to dynamic sta-
bility restrictions. These studies have not considered the great role
of the non-dispatchable DG units (e.g. wind turbines or photovol-
taic panels) in the energy management strategies. Furthermore,
long-term operational planning in terms of the day-ahead energy
and reserve scheduling is ignored in those droop regulated systems.
Authors in [12,41] through proposing efficient control strategies for
islanded microgrids, evaluate the role of a centralized energy man-
agement system in minimizing the microgrid frequency excursions.
However, their objective functions were rather on the basis of the
dynamic response of the DERs to the transient disturbances, while
the present paper, aims to optimize the microgrid day ahead
steady-state frequency profile.

Ref. [42] presented a two layer energy management strategy to
energy and reserve scheduling of the DERs in a 24 h period. The
scheduling errors were corrected in the 15 min dispatching inter-
vals. Again, the performance of the system frequency controllers
has not been modeled. In eligible work presented in [43] a hierar-
chical centralized energy management system has been proposed.
The model well described the performance of the MGCC and LCs
through an optimal energy scheduling program. However, system
uncertainties and their impacts on the microgrid frequency have
not been investigated. Beside, the proposed optimization was
based on the evolutionary algorithms which usually suffer from
the constraint handling, particularly in the large scale high con-
strained problems.

The paper approach focuses on proposing an efficient energy
management system by precise modeling of the frequency based
droop controller behavior of the inverter interfaced distributed
generation units. Also, impacts of the renewable energy source
intermittencies and load fluctuations on the system frequency
excursions are modeled using a two-stage stochastic programming
which is aimed to be solved by means of an efficient MILP method
that guaranties achieving the near-optimal solution. In the first
stage, random scenarios related to the system RES and load fore-
casting errors are generated and properly reduced using Roulette
Wheel Mechanism (RWM) and Lattice Monte Carlo Simulation
(LMCS) strategies. In the second stage, the proposed MILP fre-
quency control optimization is performed over the reduced scenar-
ios considering to the system operational restrictions. Concisely,
the EMS schedules an islanded microgrid energy and reserve
resources in a day-ahead optimization in which system frequency
deviations are minimized subject to the economic and environ-
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mental operational constraints pre-specified by mean of the EMS.
The EMS through monitoring the microgrid energy flows tries to
schedule the LCs and MGCC in such a way that there will be
enough reserve resources to cover the possible system frequency
excursions caused stochastically by the generation and load devia-
tions or DG outages. Hence, LCs automatically release their primary
reserve capacities, then, the MGCC by applying a security con-
straint unit commitment program adjusts the set points of the dis-
patchable DG units to minimize the microgrid steady-state
frequency excursions caused by the LCs’ primary control action.
Meanwhile the MGCC provides the microgrid cost and emission
requirements. In summary, the main contributions of the paper
can be highlighted as:

� The steady state frequency of the microgrid is analyzed in-
depth by modeling the behavior of the droop controlled VSI-
based DERs. The primary and secondary control levels of the
hierarchical frequency management structure will be formu-
lated comprehensively.
� A novel objective function based on the day-ahead frequency

profile of the microgrid is proposed for the first time. The fre-
quency-based objective function is linearized using an efficient
technique and aimed to be minimized using a mixed-integer
linear programming approach.
� Both primary and secondary frequency control reserves are

scheduled properly through a well-organized two-stage sce-
nario-based stochastic framework.

The remainder of the paper is organized as follows. Section 2
presents an overview of the microgrid hierarchical control and
energy management structure. The load–frequency control princi-
ples of the inverter-interfaced DG units are investigated precisely.
The formulation and model description of the proposed two-stage
stochastic MILP frequency control optimization is studied thor-
oughly in Section 3. In Section 4, the suggested energy management
system is applied to an islanded microgrid and the numerical
results are analyzed and the efficiency of the proposed hierarchical
frequency control is evaluated. Finally, in Section 5, concluding
remarks are discussed.
2. Overview of microgrid hierarchical control structure

Similar to the conventional power systems and owing to the
distinctive control tasks and time constants in microgrid operation,
a hierarchical control structure can be employed into the fre-
quency management of the microgrids. Indeed, microgrid opera-
tional goals can be achieved through a hierarchical three level
based energy management structure which is performed in either
centralized or decentralized way [44]. In the decentralized struc-
ture, microgrid optimal operation is provided using a high level
of autonomy and usually performed based on multi-agent systems.
In the centralized control, the real time and forecasting data of the
microgrid are utilized by means of a central supervisory controller
to determine the dispatch of the DERs. In islanded microgrids,
motivated by high level of sophisticated control required for vari-
ous DERs, the centralized control is preferred [45].

The primary control level encompasses the LC functions which
are responsible of properly control the DER units and some con-
trollable loads as well as pursuing the microgrid power balance
through a proper power sharing procedure. The MGCC lies on the
second control level employed in order to ensure the microgrid
reliable operation subject to the economic, environmental and
security policies of the EMS. The secondary control can be also
treated as energy management system (EMS). In the islanded
microgrids, the secondary control is the highest control level
[45]. In the tertiary control level, DSO is in charge of control power
interactions between the microgrid and the up-stream distribution
power system, coordination between several microgrids and pro-
viding suitable market participation of the multi-microgrids [4–
8,44,45]. Concepts of the load–frequency control in the synchro-
nous generators have been presented thoroughly in [46–48].

According to the droop control basis, the microgrid frequency
and voltage deviations are regulated regarding to the active and
reactive power deviations, respectively. Eqs. (1) and (2) present
P–f and Q–V droop based control methods applied to the inverter
interfaced DER units, respectively [12–14]:

f ¼ f ref �mpðPg � Pref Þ ð1Þ
V ¼ Vref �mqðQ g � Q ref Þ ð2Þ

where f, fref, V and Vref are the microgrid frequency, frequency refer-
ence value, voltage amplitude of the VSI and voltage reference value
of the VSI, respectively, Pg, Pref, Qg and Qref are active power output,
reference active power set point, reactive power generation and ref-
erence reactive power set point of DG units, respectively. mp and mq

are droop gain of the frequency and voltage droop controllers,
respectively. The emphasis of the present paper is only on the fre-
quency droop control of the inverter interfaced DG units and inves-
tigation of the Q–V droop control is not in the scope of the paper. In
other words, it is assumed that these two droop based controllers
are decoupled [17]. The droop control block-diagram of an inverter
interfaced DG unit is illustrated in Fig. 2. In the steady-state analy-
sis, it is assumed that the system dynamics including the transient
and oscillating modes are all damped out and power system is
reached to a stable equilibrium point.

Obviously, as illustrated in Fig. 1, any deviations in the micro-
grid active and reactive power reference values cause voltage and
current of the VSI to be changed as DVg and DIg. Next the active/
reactive power calculation block (PQC) measures the power devia-
tions using DVg and DIg measurements and through using a low-
pass filter. In this stage LC which sensed the deviations is activated
to compensate the active and reactive power deviations by adjust-
ing frequency and voltage magnitude of the VSI, respectively, in a
real-time and automatic way. Newly generated frequency and volt-
age magnitude for the VSI, i.e. f ⁄ and |V|⁄, are properly regulated in
the VSI internal current (FI) and voltage (FV) controllers such that
the final reference voltage phasor (V⁄) for the VSI be produced in
a stable way. The VSI using a suitable Pulse Width Modulation
(PWM)-based switching control technique generates the desired
voltage level by absorbing the DPvsi from DC link energy storage.
The generated VSI power (g � DPvsi) is injected to the interconnect-
ing microgrid ac bus as presented by DPg. It should be noted that in
this paper, it is assumed that the drop in the DC link voltage (Vdc)
due to the absorbed VSI active power is negligible and the DG pri-
mary source will feed the VSI demands without any considerable
DC link voltage drops, i.e. it is assumed that DPps � DPvsi. Notably,
the proposed modeling is derived under the assumption that all
the transients and oscillating modes have been damped out and
the system reached to a new steady-state condition. As mentioned
above, it is assumed that there is an analogous mechanism for the
reactive power regulation which is performed in a decoupled way
and the voltage deviations arise from the reactive power output
variations of the microgrid components are ignored in this study.

As it is described, frequency droop control method makes DG
units behave as the conventional synchronous generators [8], i.e.
the VSI frequency droop controller performs exactly as the gover-
nors of the synchronous generators and regulates system fre-
quency deviations in proportional to the active power changes. In
other words, whenever there are any power deviations in the
microgrid, caused either by renewable energy resources and load
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fluctuations or units/lines contingency events, accordingly the P–f
droop control loop changes the frequency of the VSI injected volt-
age, hence the power angle is adjusted and the output power of the
DG unit is also regulated such a way to maintain the microgrid
active power balance. However, after the primary control action
by LCs, steady-state system frequency may deviate from its refer-
ence set point value, in this case, the MGCC acts as a supervisory
secondary controller to readjust the system frequency to the
acceptable limits, which is performed by optimal regulation of
DGs active power set-points as shown in Fig. 1. Moreover, the
MGCC can also change the DG set-points owing to the EMS opera-
tional planning purposes. The supervisory control action of the
MGCC is represented in general form by Eq. (3) in per-unit system.

DPg ¼ DPref �
Df

mp þ D
ð3Þ

where DPg, DPref and Df are DG power output, DG power set-point
and system frequency deviations adjustment performed by the
MGCC, respectively. D also explains the microgrid load–frequency
dependency coefficient. In short, regarding to Fig. 1., the EMS con-
tinuously monitors the microgrid power scheduling and energy
flow and hence autonomously readjusts the reference power set-
tings in accordance to its operational policies by properly employ-
ing the MGCC and LCs in a coherent hierarchical energy
management structure.

Finally, it can be said the microgrid hierarchical frequency man-
agement structure is approximately the duality of the hierarchical
frequency control framework performed in the transmission power
systems [4–8]. Indeed, the primary control level of the microgrids
is dual of the primary control level of the transmission power sys-
tems which is automatically performed by means of the synchro-
nous generator governors [49]. In a microgrid, the secondary and
some of the control functions of the tertiary control levels usually
obtained by means of performance of the MGCC. Indeed, MGCC is
responsible to readjust the voltage and frequency errors as the
duality of the secondary control in the transmission systems. Addi-
tionally, it can pursue the operational purposes of the microgrid,
such cost and emission optimization or running a security-con-
strained unit-commitment program which are usually performed
in the tertiary control level of the transmission systems. Actually,
the MGCC in a microgrid is equivalent with the Independent Sys-
tem Operator (ISO) or Transmission System Operator (TSO), which
manages both the secondary and tertiary control functions [47–
49]. However, in the microgrid, the control actions of the MGCC
should be in coordination with the Distribution System Operator
(DSO). DSO coordinates the operation of multi microgrids in the
electricity market environment and over the wider distribution
power systems. The performance of the DSO can also be included
as a part of tertiary control level. As it has been also mentioned
in the introduction, the performances of the secondary and tertiary
control levels of the microgrids, are very close and interdependent
and most of them are achieved by means of the MGCC.
3. Formulation of the proposed stochastic frequency control
optimization

As mentioned above, the EMS is in charge of procurement suffi-
cient reserve resources in the microgird to fulfill the operational
goals in a secure and economical point of view. This function
becomes more critical in the islanded mode, where system various
uncertainties have more significant impacts on system frequency
and consequently daily energy and reserve scheduling. To cope
with such uncertainties arise from e.g. renewable energy source
intermittent nature, load inevitable variations and/or system com-
ponent outages, in this paper, a two-stage stochastic model for EMS
is proposed such that system frequency excursions minimized in an
economic–environmental framework. In the first stage, scenario
generation using the RWM and LMCS strategies will be followed.
To promote computational effort of the proposed model, a scenario
reduction technique is also presented. Modeling of the MILP fre-
quency control strategy over the reduced scenarios is performed
in the second stage. The optimization problem is solved for each
reduced scenario. Followings are the descriptions of the proposed
two-stage stochastic frequency control optimization procedure.
3.1. First stage: Scenario generation and reduction

In this subsection, a brief overview of the proposed RWM and
LMCS is presented, further descriptions in this issue can be found
in the literature, e.g. in [50–55]. Inaccuracies in the forecasting val-
ues of renewable output generation and load consumption can be
modeled as a continuous probability distribution function of the
system forecasting errors. This probability distribution function,
according to Fig. 2. can be discretized to some desired intervals
with different standard deviation error with respect to zero error
mean and also various probability dedicated to each interval. Then,
RWM is employed to model the stochastic level of all considered
uncertainties, i.e. wind turbine and photovoltaic panel power out-
put variations, load fluctuations and possible system contingencies
[53]. In this regard, initially, the range between [0,1] is filled by
normalized forecast errors probabilities as illustrated in Fig. 3.
Then, over the path between [0,1] a random number is generated.
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If the generated random number falls into one of the normalized
probability intervals in the roulette wheel path (here, the seven
intervals), the RWM select that forecast error as a scenario. Nota-
bly, the summation of the normalized probabilities corresponding
to the forecasted levels should become equal to one. On the other
hand, to consider the uncertainties related to DG units outages, in
each considered scenario, a random number in the range of [0,1] is
generated and compared to the FOR of each DG. If the produced
random number is smaller than the corresponding FOR, the unit
is out of service, otherwise, it means the unit is available. The pro-
cedure will be applied to the all DG units. A scenario in each hour
of the optimization time horizon is a mix of the generated scenario
by RWM for load, WT and PV forecasted errors and the determined
status of each DG unit.

In this paper, due to higher convergence speed and smaller
sampling dependency in similar conditions, LMCS method is
employed instead of ordinary MCS for random number generation
procedure. A ranked-r N-point lattice rule in d-dimension is calcu-
lated using Eq. (4) as follows [52,53]:

Xr

l¼1

kl

nl

XN

i¼1

Vi

 !
mod1; kl ¼ 1; . . . ;N l ¼ 1; . . . ; r

( )
ð4Þ

where V1, V2, . . . , VN are independent integer d-dimensional ran-
domly generated vectors by ordinary MCS, kl and nl are set of ran-
dom numbers generate in range of [0–1] and an indicator to
determine variation of kl in rank l, respectively. n1, n2, . . . , nr are
set points of the LMCS and plays as input data of the LMCS. Total
number of random values in each scenario and total generated sce-
nario numbers by means of the LMCS are indicated by d and N
parameters, respectively. Noteworthy, the N generated scenarios
using the LMCS have more uniform distribution than the corre-
sponding N scenarios in the ordinary MCS and consequently due
to the covering the wider uncertainty spectrum, the LMCS leads
to a more realistic solution [52].

Despite that the more generated scenarios yield the better mod-
eling of uncertainties, to mitigate system complexity and computa-
tional volume, scenario reduction techniques are employed to
eliminate the low probable and similar scenarios of the randomly
generated scenarios in such a way system totality and uncertainty
modeling be maintained suitably [52,53].

Concisely, in a 24-h period, after generating N scenarios for the
first hour, by applying a scenario reduction technique, the
remained NS scenarios are the basis for the scenario generation
procedure in the next hour. Therefore, final system normalized sce-
nario probability in period h and scenario s can be calculated as fol-
lows in Eq. (5) for a given seven interval probability distribution
function:
ps ¼
QNh

h¼1

P7
kl WL

kl;h;s � akl;h

� �
�
P7

kw¼1 WWT
kw;h;s � akw;h

� �
�
P7

kv¼1 WPV
kv;h;s � akv;h

� �
�
QNg

i¼1cDG
i;h;s

� �� �
PNs

s¼1

QNh
h¼1

P7
kl WL

kl;h;s � akl;h

� �
�
P7

kw¼1 WWT
kw;h;s � akw;h

� �
�
P7

kv¼1 WPV
kv;h;s � akv;h

� �
�
QNg

i¼1cDG
i;h;s

� �� � ; 8s ¼ 1; . . . ;Ns ð5Þ
where WL
kl;h;s;W

WT
kw;h;s;W

PV
kv ;h;s are binary variables indicate the status

of selection of klth load interval, kwth wind turbine power interval,
kvth photovoltaic panel power interval in the hour h and scenario s,
respectively. akl,h, akw,h and akv,h are the probability of kl, kw and kv
interval in the PDF of the forecasting error of load, wind output
power and photovoltaic output power, respectively. cDG

i;h;s denotes
the share of DG units outage probability in ps which can be also
determined in a similar way using the applied RWM and LMCS
strategies in a 24-h period according to Eq. (6):
cDG
i;h;s ¼ WDG

i;h;s: 1� FORDG
i

� �
þ 1�WDG

i;h;s

� �
� FORDG

i

� �
�WDG

i;h�1;s

þ 1�WDG
i;h�1;s

� �
ð6Þ

WDG
i;h;s is a randomly generated binary variable shows availability

status of the ith DG unit at hour h and in scenario s, where,
WDG

i;h;s ¼ 1 means that ith DG unit will be available in the hour h
and scenario s and WDG

i;h;s ¼ 0 expresses that the DG unit i is out of
service in the rest hours of the scheduling time horizon. FORDG

i is
employed to explain Forced Outage Rate of ith DG unit.

Noteworthy, in Eq. (6) it is assumed that a DG unit after tripping
will not be allowed to be in service in the last remained hours of
the 24-h scheduling period. This means that if a DG unit trips at
an hour, the probability of the removed units in the remained
hours will be equal to 1, i.e. ci,h = 1 [53]. In should be noted that,
Eq. (6) is the true only if the proposed sequential scenario genera-
tion procedure is implemented, i.e. the reduced generated scenar-
ios in hour h are the basis for generating the scenario at next hour.
In other words, the DG unit status at each hour should be deter-
mined considering to its status in the previous hour. Eq. (6) ensures
this assumption. The adaptive scenario generation procedure is
iterated over the considered 24-h period. To avoid the tautology,
further explanation could be found in reference [52,53].

In this stage, system renewable energy source outputs, load
level and available DG units are specified and the EMS is ready to
schedule system energy and reserve resources in order to optimal
control the system frequency excursions. In the following, the effi-
cient linearized formulation of the proposed energy management
system is precisely represented.

3.2. Second stage: Stochastic MILP frequency control optimization

In this subsection, the optimization approach based on the sys-
tem frequency excursions objective function will be described. The
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paper is aimed to minimized system frequency excursions of an
islanded microgrid subject to the economic and environmental
constraints which are dictated by mean of the EMS decision mak-
ing strategies. Proposed optimization strategy is organized as fol-
lowing in Eq. (7):

min jDf j ð7Þ
s:t: Total Operational Cost 6 Costmax

Total System Emission 6 Emissionmax

Costmax and Emissionmax criteria are maximum allowable cost and
emission of operation imposed by the EMS decision makings in such
a way that the microgrid operational goals will be insured, i.e. fre-
quency excursion minimization is done subject to the economic
and environmental constraints determined by higher level of the
energy management system.
– Objective function

Expected absolute value of the System Frequency (ESF) as
described in Eq. (8) is considered as the EMS main objective func-
tion to be minimized using an MILP based optimization over the
24-h scheduling horizon:

ESF ¼
XNs

s¼1

ps �
XNh

h¼1

X
m

jDf ðs;m;hÞj
 !

ð8Þ

In order to formulate an MILP based optimization, preliminary,
absolute function in |Df| must be linearized. In [47,48], it is assumed
that the system frequency excursions are only occurred in the resul-
tant of the synchronous generation unit outages as such the fre-
quency excursions are always take negative values and nonlinear
absolute function is spontaneously behaves linearly. However, if
considerable renewable energy intermittencies and load variations
are also considered, according to the droop control of DERs, Df will
take both negative and positive values. Thus, linear expression of
|Df(s, m, h)| in Eq. (8), can be illustrated by the following substitu-
tions as expressed by equation sets in Eq. (9) [56,57]:

jDf ðs;m; hÞj ¼ Dfþðs;m;hÞ þ Df�ðs;m;hÞ ð9Þ

Df ðs;m; hÞ ¼ Dfþðs;m;hÞ � Df�ðs;m; hÞ

Dfþðs;m;hÞP 0; Df�ðs;m;hÞP 0

Therefore, using the applied linearization approach, both positive
and negative frequency deviations can be aggregated in a linear
form. Besides, there are several technical, economic and environ-
mental constraints that must be taken into account by the energy
management system which are restricting the microgrid proposed
frequency control approach. These constraints must be also formu-
lated in an MILP form.

3.2.1. Frequency droop control of inverter-interfaced DG units
According to Fig. 1, the steady-state frequency droop control

behavior of a microgrid including inverter-interfaced DG units
can be explained. In the primary control level corresponding to
the distributed LCs action, the dispatchable DG units and the fre-
quency elastic loads are automatically compensate frequency
excursions as caused by the renewable energy source output
power variations, system load fluctuations and the contingency
events such as units/lines outages as represented in Eqs. (10) and
(11). In this paper, it is assumed that nondispatchable renewable
energy sources (wind turbines and photovoltaic panels) will not
participate in the frequency control procedure of the microgrid
and generate their stochastic active power output during each sce-
nario, consequently, other DG units and controllable loads are
responsible for the system frequency excursion compensation.
On the other hand, the MGCC by optimally adjusting DG unit active
power set points, corrects the steady-state system frequency
deviations in an acceptable way such that not only the system
frequency-based security guarantied but also the economical and
environmental purposes of the system operation are suitably
obtained.

XNg

i¼1

WDG
i;h;s �DPgðs; i;m;hÞ¼Dloadðs;m;hÞ�

XNw

w¼1

DPwðs;w;m;hÞ

�
XNv

v¼1

DPvðs;v ;m;hÞ

�
XNg

i¼1

1�WDG
i;h;s

� �
�DPgðs; i;m;hÞ

þDðs;m;hÞ �Df ðs;m;hÞ�LSHðs;m;hÞ ð10Þ

XNg

i¼1

DPgðs; i;m; hÞ ¼
XNg

i¼1

DPref ðs; i;m;hÞ �
XNg

i¼1

1
mpðiÞ

� �

� Df ðs;m;hÞ 8m ¼ pri; sec ð11Þ

where DP(s, m, h) = Ps(m, h) � P(h) for all subscripts shows the
active power deviation in response to the system frequency excur-
sions. It should also be noted that in the primary interval similar to
the normal operational conditions, reference power set point and
the dispatched power output of the committed available DG units
are exactly equal, thus, it can be concluded that:

Pref ði;hÞ ¼ Pgði; hÞ � uði; hÞ and WDG
i;h;s � P

s
ref ði; pri; hÞ

¼WDG
i;h;s � P

s
gði; pri; hÞ � upriðs; i;hÞ:

As described in Eq. (10), it is assumed that microgrid loads are elas-
tic with respect to the system frequency and this elasticity can be
calculated as in Eq. (12) for each hour and each control level in
the steady state conditions:

Dðs;m;hÞ ¼ Loadsðm;hÞ
f ref

ð12Þ

Moreover, in the primary interval, owing to the automatic droop
controller response of the DG units, there is not enough time for
the EMS to change the commitment state of the DG units, thus, in
the primary control level, both the commitment state and reference
power set points of the DGs are constant, i.e. WDG

i;h;s � uði;hÞ ¼
WDG

i;h;s � upriðs; i;hÞ. Hence, the LC and MGCC control functions, i.e.
the corresponding primary and secondary frequency control levels,
respectively, are easily obtained from Eqs. (10) and (11) as illus-
trated by Eqs. (13) and (14).

WDG
i;h;s � umðs; i; hÞ � 1

mpðiÞ

� �
� Df ðs;m;hÞ

¼ �WDG
i;h;s � DPgðs; i;m; hÞ; m ¼ pri ð13Þ

Ps
gði;m;hÞ ¼WDG

i;h;s � umðs; i;hÞ

� Ps
ref ði;m;hÞ �

1
mpðiÞ

� �
� Df ðs;m; hÞ

� �
; m ¼ sec ð14Þ

Regarding to Eqs. (10)–(14), the system primary and secondary
frequency excursions can be calculated considering to the active
power deviations in the islanded microgrid with many parallel
droop-controlled inverter interfaced DG units as follows in Eqs.
(15) and (16):

Df ðs;m;hÞjm¼pri ¼�
PNg

i¼1 WDG
i;h;s �DPgðs; i;m;hÞ

Dðs;m;hÞþ
PNg

i¼1
1

mpðiÞ �W
DG
i;h;s �umðs; i;hÞ

; m¼ pri

ð15Þ
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Df ðs;m;hÞjm¼sec¼
PNg

i¼1 WDG
i;h;s � ½Pref ðs; i;m;hÞ�Pgðs; i;m;hÞ�

Dðs;m;hÞþ
PNg

i¼1
1

mpðiÞ �W
DG
i;h;s �umðs; i;hÞ

; m¼ sec

ð16Þ

As it can be understood from Eqs. (11) and (12), in this paper, the
load elasticity modeling is only considered in the primary control
level in which the system frequency stability has extremely greater
importance comparing to the secondary interval when the EMS has
enough time to alleviate the frequency deviations by readjusting
the reference power set-point of available DG units, hence the load
elasticity has not been appeared in Eq. (16). Additionally, due to
lower values of the microgrid secondary frequency excursions, the
effect of load contribution is negligible with respect to the primary
interval [47,48]. The amount of the primary load contribution
DPd(s, m, h) in the frequency control of each hour and in scenario
s can be explained by Eq. (17).

DPdðs;m; hÞjm¼pri ¼ Dðs;m;hÞjm¼pri � Df ðs;m; hÞjm¼pri ð17Þ

To ensure that the system frequency deviates in an acceptable
secure range, it is assumed that the microgrid primary and
secondary frequency excursions must be smaller than the maxi-
mum allowable frequency excursion limits, such as inequalities
illustrated by Eq. (18).

jDf ðs;m; hÞj 6 Df max
m ; 8m ¼ pri; sec ð18Þ

Worth mentioning that due to the small capacity of DG units, in
islanded mode of operation, all dispatchable units should partici-
pate in optimal energy and frequency based reserve management
approach through the proposed hierarchical EMS approach.
Furthermore, it is assumed that the nondispatchable units, i.e.
Wind Turbines (WT) and Photovoltaic panels (PV) are dispatched
in all hours by means of the EMS corresponding to their active
power generation values in each reduced scenario.

3.2.2. Hourly power balance
The hourly power balance equations in the normal, primary

and secondary intervals are described in Eqs. (19) and (20),
respectively.

XNg

i¼1

Pgði; hÞ þ
XNw

w¼1

Pwðw;hÞ þ
XNv

v¼1

Pvðv; hÞ ¼ LoadðhÞ ð19Þ

XNg

i¼1

Ps
gði;m;hÞ þ

XNw

w¼1

Ps
wðw;m; hÞ þ

XNv

v¼1

Ps
vðv ;m; hÞ

¼ Loadsðm; hÞ þ DPdðs;m;hÞ � LSHðs;m; hÞ ð20Þ

Moreover, to ensure that the optimal frequency dependent
operation of the microgrid is within the determined security mar-
gins, the EMS have to unwillingly shed an amount of the microgrid
total hourly load, if necessary, which can be described according to
Eqs. (21) and (22).

LSHðs;m;hÞ ¼ Loadsðm;hÞ �
XNg

i¼1

Ps
gði;m;hÞ �

XNw

w¼1

Ps
wðw;m; hÞ

�
XNv

v¼1

Ps
vðv ;m;hÞ � DPdðs;m;hÞ ð21Þ

0 6 LSHðs;m;hÞ 6 Loadsðm;hÞ ð22Þ
3.2.3. Distributed generation units constraints
Total operation cost of each inverter interfaced DG unit is mod-

eled as a first order continuous linear function of the active power
output of the DG as described by Eqs. (23) and (24) for the normal,
primary and secondary control level conditions, respectively:

Costgði;hÞ ¼ ai � uði;hÞ þ bi � Pgði;hÞ þ SUCi � yði;hÞ þ SDCi � zði;hÞ
ð23Þ

Costs
gði;m; hÞ ¼ ai � umði; hÞ þ bi � Ps

gði;m; hÞ ð24Þ

Furthermore, total operation costs of the RESs are illustrated by
Eqs. (25) and (26):

CostresðhÞ ¼ qw �
XNw

w¼1

Pwðw; hÞ þ qv �
XNv

v¼1

Pvðv; hÞ ð25Þ

Costs
resðm; hÞ ¼ qw �

XNw

w¼1

Ps
wðw;m; hÞ þ qv �

XNv

v¼1

Ps
vðv;m;hÞ ð26Þ

Cost of the scheduled up and/or down primary and secondary
frequency control reserves for each DG unit in the scheduling time
horizon which are applied by the LC and MGCC, respectively, is
explained in Eq. (27):

CostRði;m; q;hÞ ¼ qiðm; qÞ � Rgði;m; q;hÞ ð27Þ

Moreover, the active power output and scheduled primary and
secondary reserves of available DG units must satisfy technical
operational limits as follow in Eqs. (28)–(33):

Pmin
g ðiÞ �W

DG
i;h;s � uði;hÞ 6 Pgði;hÞ 6 Pmax

g �WDG
i;h;suði; hÞ ð28Þ

Pmin
g ðiÞ �W

DG
i;h;s � umði; hÞ 6 Ps

gði;m;hÞ 6 Pmax
g ðiÞ �WDG

i;h;su
mði; hÞ ð29Þ

Rgði;m; q; hÞjm¼pri
q¼up

P WDG
i;h;s � Ps

gði;m;hÞ
���
m¼pri

� Pgði;hÞ
� �

ð30Þ

Rgði;m; q; hÞjm¼pri
q¼dn

P WDG
i;h;s � Pgði;hÞ � Ps

gði;m;hÞ
���
m¼pri

� �
ð31Þ

Rgði;m; q; hÞjm¼sec
q¼up

P WDG
i;h;s � Ps
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���
m¼sec

� Pgði;hÞ
� �
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Rgði;m; q; hÞjm¼sec
q¼dn

P WDG
i;h;s � Pgði;hÞ � Ps

ref ði;m;hÞ
���
m¼sec

� �
ð33Þ

Eqs. (30)–(33) represent that DG units reserve amounts are deter-
mined according to the largest possible reserves among all selected
scenarios in each hour for the microgrid power deviations in which
the microgrid undergoes the most severe frequency excursions.
Besides, the ramp up, ramp down, minimum up time and minimum
down time limitations of the dispatchable DG units in the normal,
primary and secondary intervals are linearized [57] and expressed
through Eqs. (34)–(47):

Pgði; hÞ � Pgði; h� 1Þ 6 RUi � ð1� yði; hÞÞ þ RSUi � yði; hÞ ð34Þ

Pgði; h� 1Þ � Pgði;hÞ 6 RDi � ð1� zði;hÞÞ þ RSDi � zði;hÞ ð35Þ

yði; hÞ � zði; hÞ � uði;hÞ þ uði; h� 1Þ ¼ 0 ð36Þ

yði; hÞ þ zði; hÞ � 1 6 0 ð37Þ

Ps
gði;m;hÞ

���
m¼pri

� Pgði;hÞ 6 RUi � uði;hÞ ð38Þ

Pgði; hÞ � Ps
gði;m;hÞ

���
m¼pri

6 RDi � uði; hÞ ð39Þ

Ps
gði;m;hÞ

���
m¼sec
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gði;m;hÞ

���
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6 RUi � umðs; i; hÞjm¼pri ð40Þ

Ps
gði;m;hÞ

���
m¼pri

� Ps
gði;m;hÞ

���
m¼sec

6 RDi � umðs; i;hÞjm¼sec ð41Þ



Main-Grid 

1

2 8 9

3

7

4

5

6

13

16

11

12

14

FC1

FC2

MT1

MT2

GE

EMS

DSO

MGCC

LC

LC

LC

LC

LC

20/0.4kV
400kVA

Static Switch 

15

10

Fig. 4. The microgrid test system.

506 N. Rezaei, M. Kalantar / Energy Conversion and Management 88 (2014) 498–515

Downloaded from https://iranpaper.ir
https://www.tarjomano.com/order
Minimum up/down time constraints:

XLi

h¼1

½1� uði;hÞ� ¼ 0 ð42Þ

XhþTUPi�1

s¼h

uði;hÞP TUPiyði; hÞ; 8h ¼ Li þ 1; . . . ;Nh� TUPi þ 1 ð43Þ

XNh

s¼h

½uði;hÞ � yði;hÞ�P 0 8h ¼ Nh� TUPi þ 2; . . . ;Nh ð44Þ

XKi

h¼1

uði;hÞ ¼ 0 ð45Þ

XhþTDNi�1

s¼h

½1� uði; hÞ�P TDNizði;hÞ; 8h

¼ Ki þ 1; . . . ;Nh� TDNi þ 1 ð46Þ

XNh

s¼h

½1� uði;hÞ � zði; hÞ�P 0 8h ¼ Nh� TDNi þ 2; . . . ;Nh ð47Þ

where Li ¼min Nh; TUPi � d0
i

	 

uði;0Þ

� �
; Ki ¼min Nh; TDNi � r0

i

	 
�
ð1� uði;0ÞÞg.

Eqs. (42)–(44) are related to the minimum up time constraint
which are enforce corresponding logics for hour 0, hours of size of
TUPi and the last TUPi � 1 h, respectively. Similarly, Eqs. (45)–(47)
describe same logics for the minimum down time constraint [57].
Constants Li and Ki represent initial periods in which DG unit i must
be online and offline, respectively.

Total generated emission of the DG units assumed to be limited
only to the CO2 pollution as follows in Eqs. (48) and (49):

Emigði; hÞ ¼ ECO2
i � Pgði; hÞ ð48Þ

Emis
gði;m;hÞ ¼ ECO2

i � Ps
gði;m;hÞ ð49Þ

Finally, the day-ahead Total System Cost (TSC) and Total System
Emission (TSE) of the microgrid regarding to the both normal
condition and in the primary and secondary control levels are
represented in Eqs. (50) and (51):

TSC¼
XNh

h¼1

XNg
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X
m

X
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m

Costs
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TSE ¼
XNh

h¼1

XNg

i¼1

Emigði;hÞ þ
XNs

s¼1

ps �
XNg

i¼1

X
m
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( )
ð51Þ

The description equation related to the system total Expected
Load Not Served (ELNS) is calculated by Eq. (52):

ELNS ¼
XNs

s¼1

X
m

XNh

h¼1

ps � LSHðs;m;hÞ ð52Þ

In the microgrid operational planning, the EMS can determine
an appropriate framework according to the technical and econom-
ical policies in which the system be operated in a secure, cost-
effective and emission-less manner. Hence, especially in the
islanded mode, the EMS can give higher priority to control the sys-
tem frequency excursions comparing to the economic and environ-
mental objectives, therefore in this paper, it is assumed that the
microgrid frequency will be controlled subject to the logical cost
and emission limitations determined according to the EMS opera-
tional policies as explained in Eq. (7). The optimization constraints
have been presented by Eqs. (9)–(52) and the objective function
has been described by Eq. (8).
4. Simulation and numerical results

A modified low voltage microgrid consisted of five droop con-
trolled inverter interfaced DG units, three wind turbines and two
photovoltaic panels together with a group of radial distribution
feeders is considered as the proposed islanded microgrid and illus-
trated in Fig. 4. The dispatchable DG units are included two 100 kW
Fuel Cells (FC), two 150 kW Micro-Turbines (MT) and a 200 kW Gas
Engine (GE) which are controlled by their interfaced VSI frequency
droop controllers. Total installed capacity of WTs and PVs are
250 kW and 140 kW, respectively.

The technical and economical data related to the dispatchable
DGs and also RESs including the fuel cost of energy and primary
and secondary reserves, cost of start-up and shut-down, ramp up/
down limits, minimum up/down times limits, frequency droop
parameters (mp) and CO2 emission rates of the DGs have been listed
in Tables 1 and 2 [42–44,59]. Worth to be mention, the frequency
droop parameters of the dispatchable DGs have been set on
0.025 p.u. of their rated power in order to the power sharing proce-
dure is performed proportionally to the DGs’ capacity. In this study,
the FOR of all DG units are assumed to be equal to 0.03. The cost of
WTs and PVs active power generations, i.e. qw and qv, are 10.63 and
54.84 cents/kW h, respectively [44].

The forecasted values of the microgrid hourly load, WT and PV
active power productions of the microgrid are depicted in Fig. 5.

The value of lost load (VOLL) has been selected as 1000 cent/
kW h for all 24-h. Besides, in this study, 20 reduced scenarios con-
sist of the microgrid aggregated load, RES power output and DG
unit outage uncertainties are generated and have been applied to
the proposed two-stage MILP stochastic optimization model. To



Table 1
The technical data of the microgrid dispatchable DG units.

DG unit Pmin
gi (kW) Pmax

gi (kW) RUi/RDi (kW) RSUi/RSDi (kW) TUPi/TDNi (h) mp (mHz/kW) ECO2
i (kg/kW h)

MT1 25 150 100 150 2 1.000 0.550
MT2 30 150 100 150 2 1.000 0.550
FC1 30 100 100 100 2 1.500 0.377
FC2 20 100 100 100 2 1.500 0.377
GE 35 200 150 200 1 0.750 0.890

Table 2
The economic data of the microgrid dispatchable DG units.

DG unit ai (cents/h) bi (cents/kW h) SUCi (cents) SDCi (cents) qup=dn
i ðpriÞ (cents/kW h) qup=dn

i ðsecÞ (cents/kW h)

MT1 85.06 4.37 9 8 6.00 2.10
MT2 85.06 4.27 9 8 6.00 2.20
FC1 255.18 2.84 16 9 4.00 1.50
FC2 255.18 2.94 16 9 4.00 1.40
GE 212.00 3.12 12 8 3.80 1.70
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construct the optimization model described briefly in Eq. (1), the
EMS must have a deep insight into the microgrid operational
aspects. Thus, in this paper, a pay-off table is first calculated by
mean of the EMS regarding to the system main technical (ESF
and ELNS), economic (TSC) and environmental (TSE) objective
functions. The calculated pay-off table gives the upper and lower
ranges of the system operational functions. Then, the EMS will
make a decision based on the system operational policies to select
the maximum allowable values of the microgrid economic–envi-
ronmental restrictions from the constructed pay-off table through
which the microgrid expected value of the frequency (ESF) be opti-
mally managed and eventually the EMS overall policies appropri-
ately satisfied.

In this paper, the numerical simulations of the proposed fre-
quency dependent energy management system are presented in
terms of two case studies. In both cases, economic–environmental
constraints are imposed by means of the EMS regarding to the
results in the corresponding payoff tables, however in Case I the
secondary frequency excursion has been set in zero while this is
allowed in Case II to the microgrid to experience ± 10 mHz fre-
quency deviations in the secondary control level. The scheduled
levels of energy and reserve values are illustrated in both cases
and through some detailed analyzes, it is demonstrated that the
EMS should pay more cost to sustain the system frequency excur-
sions in a narrower limit as in Case I.

The simple calculated payoff tables in Case I (lI) and Case II (lII)
in accordance to 4 important objective functions such that the
0 

100 

200 

300 

400 

500 

600 

700 

800 

1 2 3 4 5 6 7 8 9 10 11 12

Fo
re

ca
st

ed
 P

ow
er

 (k
W

) 

Tim

Load Wind

Fig. 5. Hourly forecasted values of load, wind turbine
microgrid overall operational aspects are satisfied are represented
by lI and lII.

lI ¼

obj # TSC TSE ESF ELNS
TSC 376852:891 16816:524 0:326 129:629
TSE 7814455:701 8157:213 0:402 7589:961
ESF 6339261:692 11428:164 0:047 6080:840

ELNS 398952:441 16327:521 0:293 127:149

2
6666664

3
7777775

lII ¼

obj # TSC TSE ESF ELNS
TSC 304512:936 17003:333 0:644 60:345
TSE 8513123:839 7810:683 0:597 8289:474
ESF 5803092:325 11419:589 0:047 5541:249

ELNS 339549:532 15089:417 0:541 59:071

2
6666664

3
7777775

The fourfold considered objective functions are TSC, TSE, ESF and
ELNS which are evaluated individually subject to the operational
constraints in Section 4. In other words, each of objective functions
are considered in sequence as the main fitness of the energy man-
agement system and the others are evaluated under that condition.
For example, in lI when the ESF is the main fitness function, the
optimization yields 0.047 as the minimum value of the expected
frequency excursions while the corresponding cost, emission and
ELNS of this frequency control are 6339261.692 cents,
11428.164 kg and 6080.840 kW h. This means that the EMS as the
owner of the all DER units has to undertake an expensive opera-
13 14 15 16 17 18 19 20 21 22 23 24

e (h) 

Photovoltaic

power output and photovoltaic power generation.
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tional planning for the microgrid which is far from the ideal goals of
the microgrid concept. The similar conditions are occurred in the
Case II where the system frequency excursions can be changed over
a wider secondary bound and again the cost of frequency excursion
minimization will not justify the technical benefits of the microgrid
frequency control. Thus, the EMS is in charge to provide an appro-
priate technical operational framework subject to its economic–
environmental policies in which the microgrid frequency will be
controlled optimistically in accordance to acceptable cost and emis-
sion restrictions. By this way, not only the microgrid frequency
excursions are well managed considering to the allowable technical
bounds, but also the system economic and environmental aspects
are satisfied. In this paper, it is tried to select the cost and emission
restrictions as narrow as possible such that the optimization proce-
dure reaches to a feasible solution in a reasonable time. The selected
values of economic and environmental restrictions by means of
EMS cause the proposed MILP problem to be as a highly constrained
optimization which should be solved with a powerful optimization
tool. In this paper, the well-known powerful CPLEX solver is
employed to solve the proposed problem in the GAMS environment
[58]. The selected maximum values of system cost, emission, allow-
able ELNS and frequency excursions are listed in Table 1 for Case I
and Case II. As it is obvious through lI and lII payoff tables, the
microgrid will experience higher level of costs and emissions in
Case I when the EMS enforces the secondary frequency excursions
to be zero, this difference can imply that the cost of the frequency
control action which is precisely presented by means of numerical
results. As a result, the maximum allowable cost of frequency con-
trol is set in 400,000 cents in Case I in comparison to 335,000 cents
in Case II. As it is observed in Table 3 the maximum levels of the
microgrid cost, emission and ELNS limits are reasonably close to
their optimal values in lI and lII.

The MILP optimization results of both Cases I and II in the terms
of TSC, TSE, ESF and ELNS indices are list in Table 4. Moreover the
details of cost the scheduled energy and reserve resources are pre-
sented in Table 4. Obviously, in Case II with allowable secondary
frequency excursions within ±10 mHz, the cost of frequency con-
trol is lower comparing to the Case I where the EMS enforces the
microgrid to set the secondary frequency deviations at zero. In
other words, in Case II the EMS by adoption a conservative policy
in the light of having greater secondary frequency excursions,
not only manages the microgrid security in an appropriate manner,
but also saves in operational costs within 64295.54 cent Day�1.

In the following, the scheduled energy values of the microgrid
dispatchable DG units in the Cases I and II are depicted in Fig. 6.
All five DG units together with the RES units are dispatched prop-
erly to minimize the ESF in accordance to the EMS policies.
Table 3
The policies imposed by means of the EMS in Case I and Case II.

TSCmax

(cent)
TSEmax

(kg)
ELNSmax

(kW h)
Df max

1

(mHz)
Df max

2

(mHz)

Case I 400,000 14,750 130 ±35 0
Case II 335,000 15,000 70 ±35 ±10

Table 4
Day-ahead system optimization results.

Case Energy cost Reserve scheduling cost Expected scenario gener

Primary

DG RES Primary Secondary DG RES

I 50543.18 46399.93 13851.75 4937.37 50840.84 49872.74
II 50751.88 46399.93 14670.59 4732.81 52859.61 49872.74
The primary and secondary up/down frequency control reserves
are represented in Figs. 7 and 8, respectively. According to the
direction of the microgrid frequency excursions both up and down
reserves have been scheduled to compensate the total power devi-
ations in corresponding direction. In other words, whenever the
microgrid undertakes positive frequency excursions the scheduled
down reserves should be deployed to alleviate the frequency
excursions while the scheduled up reserves are released for the
sake of negative frequency excursion mitigation. The amounts of
the scheduled primary reserves are proportionally to the microgrid
frequency excursions and the droop coefficients of each DG unit.
The hourly precise value of the scheduled up/down primary
reserve for each DG unit is in proportion with largest negative/
positive frequency excursion occurred in the reduced scenarios
during each hour. The reference power set-point specified by the
MGCC and the imposed operational policy by the EMS will deter-
mine the secondary control reserve amounts. Moreover, the EMS
is in charge to dispatch the secondary control reserves between
the DG units such a way both economical and security purposes
will be achieved, although in this paper, the EMS focus is on the
frequency control objectives.

In order to provide a thorough analysis of the proposed energy
management system, the optimization results have been broken
down in Table 5. The generation levels of the dispatchable DG units
and RESs are represented in all 20 reduced scenarios for Case I and
Case II. Besides, the absolute value of the microgrid expected fre-
quency excursions and the amount of the expected load shed
regarding to the primary and secondary control levels in each sce-
nario is separately demonstrated. Noticeably, despite the strict sec-
ondary frequency limitation in the Case I, the amount of the
expected load shed in the Case II and the microgrid overall opera-
tion costs are lower in all scenarios with respect to the Case I and
the reason can be resulted from the DERs higher degrees of free-
dom to control the microgrid frequency due to the greater security
margins dictated by mean of the EMS and thus this is a verification
of that how much the EMS decision makings are productive in the
microgrid operational planning. For example, in scenario S4, in
which the microgrid experiences the outage of the FC2 for a 24-h
time horizon, the amount of the primary and secondary load shed-
dings are lower in the Case II comparing to the Case I, because the
performance of the available DG units in the secondary control
level is developed by both the reference power set-point adjust-
ment and releasing the stored energy in dc-link storage through
the droop controller in accordance to the allowable secondary fre-
quency excursion limit. Hence, the microgrid undertakes an
acceptable frequency excursion in the secondary interval within
0.645 mHz per day, however, the this policy causes to higher
microgrid exploitation from the DER capacities within 65.858 kW
in the secondary control level and lower the involuntary load shed-
ding within 2.575 kW, hence economizing the microgrid operation
planning.

For a more detailed investigation, the microgrid energy man-
agement system performance in the scenario S2 with the highest
probability and during three peak hours 18–20 is precisely
assessed in the following. The amounts of the microgrid frequency
excursions, load contribution, load shedding and variations in
ation cost TSC (cent) TSE (kg) ESF (mHz) ELNS (kW h)

Secondary

DG RES

53334.34 49872.74 398393.55 14701.78 0.241 128.60
52835.92 49872.74 334098.01 14971.61 0.263 61.96
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Fig. 6. The scheduled energy values of the microgrid dispatchable DG units: Case I (a) and Case II (b).
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renewable power generation and demand in scenario S2 during
hour 18–20 are given in Table 6. According to Table 6, in hour
18, the microgrid total power variation is the summation of the
stochastic DPw, DPv and DLoad values (Eq. (10)) which yields to
120 � (18.18 + 9.9) (kW) in both cases. Hence, the committed
available DG units should compensate the 91.92 kW, i.e., i.e.PNg

i¼1 DPgð2; i; pri;18Þ ¼ 91:92 kW. Regarding to the committed DG
units at hour 18, thus, the primary frequency excursion is calcu-
lated using Eq. (15) which is extracted as follows:
Df ð2;pri;18Þ ¼ � 91:92
12þ ð1=0:001þ 1=0:001þ 1=0:0015þ 1=0:0015þ 1=0:00075Þ ¼ �0:019646623 Hz
This power deviations cause the microgrid primary frequency
reaches to 59.980 Hz. The primary frequency excursion in hour
19 is positive because the total microgrid power variation is nega-
tive, i.e. �33 � (21.84 + 7.14) = �61.98 kW, thus in both cases the
Df1 will be 13.251 mHz considering to the load sensitivity coeffi-
cient within 10.45 kW/Hz. Noticeably, when the system frequency
excursion is positive, it means that the available DG units must
decrease their power generation to compensate the occurred fre-
quency excursion, hence, the DG units should provide down
reserves as listed in Tables 7 and 8 for both Cases I and II. The loads
contribution in the light of their frequency dependent characteris-
tics is in such a way improving the primary response of the DG
units, thus elastic loads automatically will increase their electrical
consumption in the cases with positive frequency excursions to
decrease the amount of deployed down reserves and consequently
reduce the system operational costs. For example, in the Case I in
hour 19, the primary frequency excursion without load depen-
dency will be 13.281 mHz while it reduces to 13.251 mHz when
the loads have been participated in the frequency control, although
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Fig. 8. The scheduled up and down secondary frequency control reserves of the microgrid dispatchable DG units: Case I (a and b) and Case II (c and d).
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its active power seems to be negligible, however, it saves about
0.672 (cents) = 6 � (13.281 � 13.251) + 6 � (13.281� 13.251) + 4 �
(8.854 � 8.834) + 4 � (8.854 � 8.834) + 3.8 � (17.708 � 17.668) in
the microgrid hourly primary reserve cost at hour 19.

In hour 20 and in Case I, total power variation equals to
�126 + (22.38 + 3.99) = 99.63 kW, thus the microgrid frequency
deviation according to Eq. (15) must be equal to �21.291 mHz as
has been calculated in the Case II. Although the absolute value of
the primary frequency excursion in the Case I is lower than the
maximum allowable limit of the primary frequency excursion
(35 mHz), however, as it is observed in Table 6 the microgrid has
been undertook about 17.39 kW load shedding in the Case I. This
occurred due to the physical limitations of the DG units. As illus-
trated in Table 6 at hour 20 in the Case I, the amount of scheduled
energy of MT1 and MT2 are 132.424 kW and when they automat-
Df ð2;pri;20Þ ¼ � 99:63� 17:39
12:6þ ð1=0:001þ 1=0:001þ 1=0:0015þ 1=0:0015þ 1=0:00075Þ ¼ �0:017575404 Hz
ically response to the measured primary frequency excursion,
according to Eq. (13), they must generate 132.424 + 0.0213021/
0.001 = 153.726 kW which is greater than their maximum active
power output limit, i.e. 150 kW. Similarly, FC1 also exceeds its
upper physical limit, if it would participate in the primary fre-
quency control action, i.e. 88.283 + 0.0213021/0.0015 = 102.487
which is greater than 100 kW. On the other hand, the free capaci-
ties of the two remained DG units, i.e. FC2 and GE have been ded-
icated to the their maximum primary and secondary control
reserves, which enforces the EMS to involuntary shed about
17.39 kW of the microgrid hourly load to satisfy the system sup-
ply/demand balance constraint. In other words, because the pri-
mary frequency in the Case I has not been reached to the nadir
point of the microgrid frequency, i.e. �35 mHz, it is first preferable
to compensate frequency excursions by mean of available DG
units, however, owing to the physical restrictions of available DG
units, the EMS have to shed an amount of microgrid hourly load
to maintain the system within the security margins. Thus, the
new steady-state primary frequency excursion will be set in
�17.575 mHz which can be calculated by Eqs. (21) and (15) and
using the results given in Tables 7 and 8 and owing to the amounts
of load consumption, wind turbines and photovoltaic panels power
generations which are 756, 115.63 and 22.61 kW, respectively, as
follows:

LSHð2;pri;20Þ ¼ 756� ½ð150þ 150þ 100þ 61:606þ 138:541Þ
þ 115:63þ 22:61þ 0:221�

¼ �17:39 kW
In Case II, owing to lower dispatched energy values of the commit-
ted DG units as illustrated in Table 7 in hour 20, there is no need to
the load shedding and the available DG units are capable of allevi-
ating the occurred primary frequency excursion within
�21.291 mHz. Worth mentioning, by comparison between Tables
6 and 7 it can be understood due to allowable secondary frequency
excursion, the amounts of provided energy of the DG units are
lower in Case II with respect to the Case I, and therefore, the EMS
has this opportunity to procure larger capacities for the primary
and secondary reserves, thus not only the amounts of load shedding
are reduced, but also there will be considerable saving in the system
operation planning. Evidently, the reference power set-point speci-
fied by means of MGCC in the secondary control level in Case II is
lower than in Case I, which can be observed in Tables 9 and 10.



Table 5
Day-ahead generation outputs, expected frequency excursion and expected load shed values in 20 reduced scenarios for Cases I and II.

Scenario number Case Total generation (kW) Expected frequency excursion (mHz) Expected load shed (kW)

Primary Secondary

DG RES DG RES Primary Secondary Primary Secondary

S1 I 9290.086 3189.360 9441.840 3189.360 9.383 0.000 4.749 0.000
II 9394.298 3189.360 9441.679 3189.360 10.021 0.398 1.426 0.000

S2 I 9012.183 2958.540 9151.16 2958.540 63.109 0.000 28.472 0.000
II 9079.515 2958.540 9151.019 2958.540 65.637 2.408 14.437 0.000

S3 I 8409.071 2553.840 8466.86 2553.840 18.069 0.000 3.817 0.000
II 8465.982 2553.840 8466.860 2553.840 18.838 0.000 0.000 0.000

S4 I 8216.103 2272.170 8209.336 2272.170 8.455 0.000 3.260 3.587
II 8216.399 2272.170 8275.194 2272.170 8.421 0.645 3.248 1.012

S5 I 8548.366 2673.590 8675.900 2673.590 3.936 0.000 2.389 0.117
II 8610.635 2673.590 8682.242 2673.590 4.160 0.230 1.256 0.000

S6 I 8561.678 2828.855 8742.235 2828.855 4.854 0.000 3.945 0.000
II 8666.057 2828.855 8741.970 2828.855 5.286 0.463 1.643 0.000

S7 I 8318.211 2851.928 8439.012 2851.928 7.456 0.000 4.441 0.000
II 8386.329 2851.928 8438.891 2851.928 7.894 0.369 1.913 0.000

S8 I 8329.889 2645.968 8471.472 2645.968 17.234 0.000 12.517 0.830
II 8397.565 2645.968 8481.302 2645.968 17.857 2.050 6.883 0.000

S9 I 9288.109 3189.360 9421.840 3189.360 3.512 0.000 1.572 0.000
II 9374.358 3189.360 9421.726 3189.360 3.706 0.105 0.534 0.000

S10 I 8984.335 2986.440 9123.261 2986.440 7.281 0.000 3.285 0.000
II 9051.667 2986.440 9123.119 2986.440 7.573 0.278 1.665 0.000

S11 I 8298.738 2664.380 8356.320 2664.380 13.726 0.000 2.905 0.000
II 8355.650 2664.380 8356.320 2664.380 14.311 0.000 0.000 0.000

S12 I 8256.136 2351.830 8256.670 2351.830 5.680 0.000 0.000 0.000
II 8256.141 2351.830 8256.670 2351.830 5.652 0.000 0.000 0.000

S13 I 8633.071 2661.550 8760.761 2661.550 7.991 0.000 5.044 0.247
II 8695.338 2661.550 8767.102 2661.550 8.462 0.485 2.671 0.000

S14 I 8565.689 2824.835 8746.255 2824.835 5.826 0.000 4.662 0.000
II 8670.068 2824.835 8745.990 2824.835 6.336 0.548 1.941 0.000

S15 I 8313.493 2815.428 8455.512 2815.428 18.263 0.000 13.457 0.890
II 8381.611 2815.428 8465.309 2815.428 19.319 1.481 7.380 0.000

S16 I 8233.833 2665.708 8375.232 2665.708 9.054 0.000 6.635 0.441
II 8301.517 2665.708 8385.043 2665.708 9.494 0.867 3.648 0.000

S17 I 8392.470 2643.840 8516.270 2643.840 2.333 0.000 1.721 0.000
II 8451.471 2643.840 8516.177 2643.840 2.478 0.107 0.893 0.000

S18 I 8445.528 2849.395 8555.695 2849.395 16.640 0.000 8.412 0.000
II 8490.864 2849.395 8555.602 2849.395 16.997 0.591 4.913 0.000

S19 I 8367.727 2891.548 8488.592 2891.548 5.017 0.000 2.880 0.000
II 8435.845 2891.548 8488.471 2891.548 5.302 0.239 1.241 0.000

S20 I 8247.197 2638.548 8353.892 2638.548 13.155 0.000 7.669 0.660
II 8283.862 2638.548 8363.803 2638.548 13.212 1.192 5.241 0.000
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Table 6
Frequency excursion (mHz), system steady-state frequency (Hz), primary load contribution, load shedding, renewable power generation deviation and demand variation (kW)
amounts in scenario 2 during hours 18–20.

Hour Case Df1 f1 Df2 f2 DPd1 LSH1 LSH2 DPw DPv DLoad

Hour 18 I �19.646 59.980 0 60 �0.235 0 0 18.18 9.9 120
II �19.646 59.980 0 60 �0.235 0 0 18.18 9.9 120

Hour 19 I 13.251 60.013 0 60 0.138 0 0 21.84 7.14 �33
II 13.251 60.013 0 60 0.138 0 0 21.84 7.14 �33

Hour 20 I �17.575 59.982 0 60 �0.221 17.39 0 22.38 3.99 126
II �21.291 59.978 �3.716 59.996 �0.268 0 0 22.38 3.99 126

Table 7
Scheduled energy, primary and secondary reserves at hours 18–20 in case I.

DG Hour 18 Hour 19 Hour 20

Energy Scheduled reserves Energy Scheduled reserves Energy Scheduled reserves

Primary Secondary Primary Secondary Primary Secondary

Up Down Up Down Up Down Up Down Up Down Up Down

MT1 129.345 20.019 8.186 0 0 137.115 12.884 13.251 0 0 132.424 17.575 12.374 0 0
MT2 129.345 20.019 8.186 0 0 137.115 12.884 13.251 0 0 132.424 17.575 12.374 0 0
FC1 86.230 13.346 5.457 0 38.280 91.410 8.760 8.834 0 61.980 88.283 11.716 8.249 0 57.870
FC2 28.834 13.346 5.457 48.129 0 28.835 8.760 8.834 62.405 0 49.890 11.716 8.249 38.171 0
GE 161.925 26.693 10.992 80.150 0 141.205 17.179 17.668 41.614 0 115.107 23.433 16.622 61.458 0

Table 8
Scheduled energy, primary and secondary reserves at hours 18–20 in case II.

DG Hour 18 Hour 19 Hour 20

Energy Scheduled reserves Energy Scheduled reserves Energy Scheduled reserves

Primary Secondary Primary Secondary Primary Secondary

Up Down Up Down Up Down Up Down Up Down Up Down

MT1 123.334 26.665 8.186 0 0 129.345 20.655 13.251 0 0 128.708 21.291 12.374 0 0
MT2 123.334 26.665 8.186 0 0 129.345 20.655 13.251 0 0 128.708 21.291 12.374 0 0
FC1 82.223 17.776 5.457 0 38.280 86.230 13.770 8.834 0 57.395 85.805 14.194 8.249 0 57.555
FC2 38.280 17.776 5.457 43.618 0 28.834 13.770 8.834 57.122 0 49.890 14.194 8.249 35.647 0.314
GE 110.877 35.553 10.992 53.569 0 161.925 27.540 17.668 10.534 4.584 125.018 28.389 16.622 46.592 0
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Additionally, in Table 10 in hour 20, the secondary frequency excur-
sion has been reached to the value of Df1 = �3.716 mHz, which can
be calculated according to Eq. (16) and using the results listed in
Table 8 as expressed in the following:
Df ð2;pri;20Þ ¼ � 99:63� 17:39
12:6þ ð1=0:001þ 1=0:001þ 1=0:0015þ 1=0:0015þ 1=0:00075Þ ¼ �0:017575404 Hz
The steady-state frequency in analyzed peak hours in all 20 scenar-
ios are shown in Fig. 9. As depicted in Fig. 9 the microgrid primary
and secondary steady-state frequency in both Cases I and II are
within the acceptable pre-specified secure ranges. As it can be seen,
the frequency deviations in primary and secondary interval in Case
II are larger comparing to the Case I. Because the secondary fre-
quency deviations in Case I are set at zero, obviously, the steady-
state secondary frequency in this case will set in 60 Hz, hence the
related plot has not been illustrated.

Additionally, for a verification of the frequency control procedure
in a more server power variation, the performance of the proposed
energy management system in scenario S4 has been evaluated. In
this scenario, the microgrid is not only exposed to renewable gener-
ation and load variations, but also a contingency has been occurred
at hour 1 and the unit FC2 became unavailable for the remained
hours, hence, other DG units have to appropriately mitigate the fre-
quency deviations. For example, in hour 11, the load consumption
increased about 86 kW, the wind generation decreased within
27.54 kW and photovoltaic output power increased about 6.9 kW.
By outage of unit FC2 which was generating 20 kW, the amount of
total power deviations becomes �126.64 kW, which causes the
microgrid frequency gets the 59.968 Hz in steady-state. Thus, other
available DG units must provide adequate up reserves to optimally
control the �31.592 mHz frequency excursion. Evidently, FC2 has
not been participated in the primary and secondary control levels
and the EMS has dispatched other DG units in both cases according
to the economic–environmental policies of each case. The genera-
tion levels in this scenario are listed in Table 11.



Table 9
DG unit primary and secondary generation levels and MGCC reference power set-point (kW) in scenario S2 during peak hours (18–20) in Case I.

DG Hour 18 Hour 19 Hour 20

Generation level MGCC reference power
set-point

Generation level MGCC reference power
set-point

Generation level MGCC reference power
set-point

Primary Secondary Primary Secondary Primary Secondary

MT1 149.6267 129.980 129.980 123.863 137.115 137.115 150 132.414 132.424
MT2 149.6267 129.980 129.980 123.863 137.115 137.115 150 132.414 132.424
FC1 99.751 50.293 50.293 82.575 29.430 29.430 100 88.276 88.283
FC2 51.377 86.409 86.409 20 28.835 28.835 61.606 88.008 88.061
GE 119.352 173.306 173.306 123.537 141.205 141.205 138.541 176.552 176.566

Table 10
DG unit primary and secondary generation levels and MGCC reference power set-point (kW) in scenario 2 during peak hours (18–20) in Case II.

DG Hour 18 Hour 19 Hour 20

Generation level MGCC reference power
set-point

Generation level MGCC reference power
set-point

Generation level MGCC reference power
set-point

Primary Secondary Primary Secondary Primary Secondary

MT1 142.981 123.334 123.334 116.093 129.345 129.345 150 132.424 128.708
MT2 142.981 123.334 123.334 116.093 129.345 129.345 150 132.424 128.708
FC1 95.320 82.223 82.223 77.395 28.834 28.834 100 88.283 85.805
FC2 51.377 81.898 81.898 20 28.834 28.834 64.084 88.014 85.537
GE 137.072 159.178 159.178 144.257 157.341 157.341 153.407 176.566 171.610
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Fig. 9. Microgrid primary and secondary steady-state frequency during peak hours 18–20 in all 20 scenarios; hour 18 (dotted), hour 19 (solid), hour 20 (dashed): Case I (a),
Case II (b and c).

Table 11
The optimization results in scenario S4 at hour 11 in Cases I and II.

DG Energy Energy Scheduled Up-Reserve Generation level MGCC reference power set-point

Primary Secondary Primary Secondary

Case I II I II I II I II I II I II

MT1 34.738 30 31.592 31.592 0 20 66.330 61.592 34.738 50 34.738 50
MT2 114.373 103.145 31.592 31.592 4.034 0 145.965 134.737 118.407 103.145 118.407 103.145
FC1 78.938 78.938 21.061 21.061 0 0 100 100 78.938 78.938 78.938 78.938
FC2 20 20 21.061 21.061 0 0 0 0 0 0 0 0
GE 35 50.965 42.394 42.394 122.605 106.640 77.122 93.088 157.605 157.605 157.605 157.605
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5. Conclusions

This paper addressed the precise modeling of the frequency
dependent behavior of the droop controlled microgrids. A two-
stage stochastic optimization framework has been employed to
be minimized the expected value of system frequency excursions.
In first stage, using the RWM and LMCS strategies, some randomly
scenarios corresponding to the wind and photovoltaic intermittent
power outputs, load demand fluctuations and distributed genera-
tion unit outages were generated and properly reduced. Then 20
remained scenarios applied to the second stage of optimization.
In this stage, a mixed-integer linear programming approach was
formulated effectively to solve the proposed energy management
system. Besides the frequency-droop control paradigms of the
inverter-interfaced DG units have been precisely derived and
incorporated into the day-ahead reserve management framework.
A novel objective function in the terms of expected system fre-
quency (ESF) has been constructed and aimed to be minimized
subject to the imposed economic–environmental policies pre-
specified by means of the EMS. To thoroughly investigate the pro-
posed frequency management system, two case-studies have been
defined over a typical test system in a 24-h period. Numerical
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results corresponding to the provided energy and scheduled pri-
mary and secondary control reserves were demonstrated compre-
hensively. In first case study, the microgrid secondary frequency
have been controlled at its rated value. In this regard, the MGCC
adjusted the active power set points such that the desired restric-
tions were preserved. The results showed that in order to set the
secondary frequency excursions at the exactly zero value, the
EMS has to pay more costs with respect to the second case-study
in which the microgrid was allowed to experience wider secondary
frequency excursions. Moreover, the microgrid load–frequency
dependency was modeled precisely and the loads natural response
to simulated frequency excursions has been assessed in-depth. The
EMS should undertake higher level of emission and costs when the
load–frequency dependency is neglected. Numerical results were
presented and analyzed in detail over all scenarios. The amounts
of the primary and secondary control reserves provided by the
LCs and MGCC performance were calculated. Worth mentioning
that the frequency dependent modeling has direct impact on the
amounts of the scheduled control reserves, provided energy and
even the commitment state of the microgrid. Reference active
power set-points were determined in an optimistic way by the
MGCC to adjust the microgrid frequency excursions in the accept-
able ranges. Obviously, in the second case-study where the fre-
quency was not obliged to be managed at the exactly rated
value, the costs related to the adjustment of the reference power
setting and also the deployment of the primary and secondary con-
trol reserves were decreased significantly. Productivity of the pro-
posed frequency aware energy management system in increasing
the power system security margins verifies the great importance
of the precise frequency modeling in the operational planning
studies of the microgrids.
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